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Linguistis 20
Introdution to LinguistisLeture MW2-4 in Roye 190 Prof. Ed StablerOÆe Hours: W4-5, by appt, or stop by OÆe: Campbell 3103fstabler�ula.eduPrerequisites: noneContents: What are human languages, suh that they an be aquired and used as theyare? This lass surveys some of the most important and reent approahes to this question,breaking the problem up along traditional lines. In spoken languages, what are the basispeeh sounds? How are these sounds artiulated and ombined? What are the basi units ofmeaning? How are the basi units of meaning ombined into omplex phrases? How are theseomplexes interpreted?These questions are surprisingly hard! This introdutory survey an only briey touh on eahone. One goal of the lass is just to show you why the relatively new siene of linguistisis hallenging and exiting. The emphasis will be on methods, and on the struture andlimitations of the piture being developed by reent theories.Texts:Linguistis: An introdution to linguisti theory. V. Fromkin (ed.) Blakwell, 2000Notes and homework will be posted at http://wintermute.linguistis.ula.edu/Lx20/.Requirements and grades: There will be 6 homework assignments. They will be assignedon Wednesdays and must be given to your TA the following Monday in leture. You mustdo 5 out of the 6 assignments. (Sine the assignments are also good preparations for theexams, you should do all 6 assignments, and then your best 5 grades will be ounted!) Thehomework will be graded by the TAs and disussed in the disussion setions. Sine there isan extra homework built in to this poliy: no late homework will be aepted. Therewill be a mid-term exam during the quarter, and an in-lass �nal exam. The exams will beanalyti problems very similar to those given in the homework.5 (out of the 6) homeworks 65%1 midterm exam 15% (15%)�nal 20%Midterm and �nal exam dates (both held in lass) are posted on the website,http://wintermute.linguistis.ula.edu/Lx20/,where leture notes, and reading assignments will also be posted eah week.
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Leture 1 The nature of human languages
We are using a good text, but it has more than we an over in a 10 week lass! In leture,and in these oasional leture notes, I will be lear about whih parts of the text you areexpeted to understand ompletely. And when new material is introdued in the leture thatis not in the text, I will try to produe leture notes about it, for your referene. That happensin this leture { the ideas here are losely related to the material of Chapter 1, but do notreally appear there.

Introdution . . . . . . . . . . . . 11.1 Produtivity, Zipf's law . 21.3 Creativity . . . . . . . . . . . . . . 41.4 Flexibility . . . . . . . . . . . . . . 41.5 Unspoken languages . . . . 51.6 Summary . . . . . . . . . . . . . . . 5Human language is the most familiar of subjets, but most people do not devote muhtime to thinking about it. The basi fat we start with is this: I an make some gestures thatyou an pereive (the marks on this page, or the sounds at the front of the lassroom), andalmost instantaneously you ome to have an idea about what I meant. Not only that, youridea about what I meant is usually similar to the idea of the student sitting next to you. Ourbasi question is: How is that possible?? And: How an a hild learn to do this?The attempt to answer to these questions is traditionally broken into separate parts (whihyou may have seen already in the syllabus), for reasons that will not be perfetly lear untilthe end of the lass:
1. phonetis - in spoken language, what are the basi speeh sounds?2. phonology - how are the speeh sounds represented and ombined?3. morphology - what are the basi units of meaning, and of phrases?4. syntax - how are phrases built from those basi units?5. semantis - how an you �gure out what eah phrase means?
A grammar is a speaker's knowledge of all of these 5 kinds of properties of language. Thegrammar we are talking about here is not rules about how one should speak (that's sometimesalled \presriptive grammar"). Rather, the grammar we are interested in here is what thespeaker knows that makes it possible to speak at all, to speak so as to be understood, and tounderstand what is said by others.In eah of the 5 piees mentioned above, there is an emphasis on the basi units (the basisounds, basi units of phrases, basi units of meaning).1I like to begin thinking about the projet of linguistis by reeting on why the problemsshould be takled in this way, starting with \basi units." There is an argument for thatstrategy, whih I'll desribe now.1The �rst idea you might have about the basi units is that they are \words." And so the text adds (onpage 8, x1.3.1) a \lexion" of \words" as a basi \omponent" of our grammar. I prefer not to desribe thingsquite this way, beause I think it an be misleading for reasons that we will get to later. For the moment,notie that there is no hapter of the text on the \lexion"! There is a reason for that.1
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1.1 Produtivity, and Zipf's law
Produtivity: Every human language has an unlimited number of sentenes.
This an be seen by observing that we an extend any sentene you hoose to a new, longerone. In fat, the number of sentenes is unlimited even if we restrit our attention to \sensible"sentenes, sentenes that any ompetent speaker of the language ould understand (barringmemory lapses, untimely deaths, et.).This argument is right, but there is a stronger point that we an make. Even if we restritour attention to sentenes of reasonable length, say to sentenes with less than 50 words or so,there are a huge number of sentenes. The text says on page 8 that the average person knowsfrom 45,000 to 60,000 words. (I don't think this �gure is to be trusted! For one thing, the texthas not even told us yet what a word is!) But suppose that you know 50,000 words. Then thenumber of di�erent sequenes of those words is very large.2 Of ourse, many of those are notsentenes, but quite a few of them are! So most sentenes are going to be very rare! In fat,this is true. What is more surprising is that even most words are very rare.To see this, let's take a bunh of newspaper artiles { about 10 megabytes of text from theWall Street Journal { about 1 million words. As we do in a standard ditionary, let's ount amand is as the same word, and dog and dogs as the same word, and let's take out all the propernames and numbers. Then the number of di�erent words (sometimes alled `word types', asopposed to `word ourrenes' or `tokens') in these artiles turns out to be 31,586. Of thesewords, 44% our only one. If you look at sequenes of words, then an even higher proportionour only one. For example, in these newspaper artiles 89% of the 3-word sequenes ourjust one. Sine most sentenes in our average day have more than 3 words, it is safe toonlude that most of the sentenes you hear, you will only ever hear one in your life.The fat that most words are rare, but the most frequent words are very frequent, is oftenalled Zipf's law.3 For example, with those newspaper artiles again, plotting the frequeniesof the most frequent word to the least frequent word gives us the graph shown in Figure 1.1.The top of the urve gets hopped o� so that I an �t it on the page! Here, word 1 on the5000 10000 15000 20000 25000 30000

20

40
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Fig. 1.1: Word frequeny vs rank x-axis is the most frequent word, the, whih ours 64628 times { o� the top of the graph.Word 10 is say, whih only ours 11049 times { still o� the top of the graph. Word 2500 isprobe, whih ours only 35 times and so it is on the displayed part of the urve. Words 17,606to 31,586 are all tied, ourring only one { these are words like zigzag, zealot, yearn, wriggling,trie, traumatize,. . . You have heard all these words, and more than one, but that's beauseyou've heard many more than a million words. The surprising thing is that as you inreasethe sample of texts, Zipf's law stays the same: new unique words appear all the time. Zipf'slaw says that the frequenies in this plot drop o� exponentially. This is the reason that mostwords are rare. Given Zipf's law about word frequenies, it is no surprise thatmost sentenes you hear, you only hear one.
2The number of sequenes of length 50 is 5000050. So the number of sequenes of length 50 or less is

P50i=1 50000i, whih is about 8:8820� 10234. (For omparison, some physiists estimate that there have been4:6� 1017 seonds { about 15 billion years { sine the big bang.)3More preisely, he proposed that, in natural texts, when words are ranked by frequeny, from most frequentto least frequent, the produt of rank and frequeny is a onstant.2



Stabler - Linguistis 20, Winter 2010
1.2 CompositionalityHow an people understand so many sentenes, when most of them are so rare that they willonly be heard one if they are heard at all? Our understanding of exatly how this ould worktook a great leap early in this entury when mathematiians notied that our ability to dothis is analogous to the simpler mathematial task of putting small numbers or sets togetherto get larger ones:It is astonishing what language an do. With a few syllables it an express aninalulable number of thoughts, so that even a thought grasped by a terrestrialbeing for the very �rst time an be put into a form of words whih will beunderstood by someone to whom the thought is entirely new. This would beimpossible, were we not able to distinguish parts in the thought orresponding tothe parts of a sentene, so that the struture of the sentene serves as an image ofthe struture of the thought. (Frege, 1923)The basi insight here is that the meanings of the limitless number of sentenes of a produtivelanguage an be �nitely spei�ed, if the meanings of longer sentenes are omposed in regularways from the meanings of their parts. We all this:Semanti Compositionality: New sentenes are understood by reognizing the meaningsof their basi parts and how they are ombined.This is where the emphasis on basi units omes from: we are assuming that the reason youunderstand a sentene is not usually that you have heard it and �gured it out before. Rather,you understand the sentene beause you know the meanings of some basi parts, and youunderstand the signi�ane of ombining those parts in various ways.4We analyze a language as having some relatively small number of basi units, together withsome relatively few number of ways for putting these units together. This system of parts andmodes of ombinations is alled the grammar of the language. With a grammar, �nite beingslike humans an handle a language that is essentially unlimited, produing any number ofnew sentenes that will be omprehensible to others who have a relevantly similar grammar.We aordingly regard the grammar as a ognitive struture. It is the system you use to\deode" the language.In fat, human languages seem to require ompositional analysis at a number of levels:speeh sounds are omposed from basi artiulatory features; morphemes from sounds; wordsfrom morphemes; phrases from words. We will see all this later. The semanti omposition-ality is perhaps the most intriguing, though. It is no surprise that it aptured the imagina-tions of philosophers early in this entury (espeially Gottlob Frege, Bertrand Russell, LudwigWittgenstein). In e�et, a sentene is regarded as an abstrat kind of piture of reality, withthe parts of the sentene meaning, or referring to, parts of the world. We ommuniate bypassing these pitures among ourselves. This perspetive was briey rejeted by radially be-haviorist approahes to language in the 1950's, but it is bak again in a more sophistiatedform { more on this when we get to our study of meaning, of \semantis."4 Given a rigorous, formal aount of how to de�ne simple mathematial languages ompositionally, it didnot take muh longer to disover how a physial objet ould be designed to behave aording to the formal rulesof suh a language { this is the idea of a omputer. So by 1936, the mathematiian Alan Turing showed howa �nite mahine ould (barring memory limitations and untimely breakdowns) ompute essentially anything(any \omputable funtion"). In the short span of 70 or 80 years, these ideas not only spawned the omputerrevolution, but also revolutionized our whole oneption of mathematis and many sienes. Linguistis is oneof the sienes that has been profoundly inuened by these ideas.3
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1.3 Another fundamental: \reativity"Meaningful produtivity is explained by ompositionality, and ompositionality bringswith it the emphasis on basi units and how they are ombined. These notions should not beonfused with another idea that is often mentioned in linguisti texts, and in this quote fromthe well-known linguist Noam Chomsky:[The \reative aspet of language" is℄ the distintively human ability to expressnew thoughts and to understand entirely new expressions of thought, within theframework of an \instituted" language, a language that is a ultural produtsubjet to laws and priniples partially unique to it and partially reetions ofgeneral properties of the mind. (Chomsky, 1968)Chomsky arefully explains that when he refers to the distintive \reativity" of humanlanguage use, he is not referring to produtivity or ompositionality. He says that althoughlinguists an pro�tably study (produtive, ompositional) ognitive strutures like those foundin language, our reative use of language is something that we know no more about than didthe Cartesian philosophers of the 1600's:When we ask how humans make use of ... ognitive strutures, how and why theymake hoies and behave as they do, although there is muh that we an say ashuman beings with intuition and insight, there is little, I believe, that we an sayas sientists. What I have alled elsewhere \the reative aspet of language use"remains as muh a mystery to us as it was to the Cartesians who disussed it....(Chomsky, 1975, 138)
Here the point is that we humans are \reative" in the way we deide what to say and do.Chomsky suggests that we produe sentenes that are in some sense appropriate to the ontext,but not determined by ontext. Our behavior is not under \stimulus ontrol" in this sense.5Regardless of whether we aept Chomsky's septiism about aounting for why we saywhat we do when we do, he is right that this is not what most linguists are trying to aount for.This is an important point. What most linguists are trying to aount for is the produtivityand ompositionality of human languages. The main question is: What are the grammars ofhuman languages, suh that they an be aquired and used as they are?
1.4 One more fundamental: \exibility"One thing that the �rst quote from Chomsky suggests is that language has a ertain exibility.New names beome popular, new terms get oined, new idioms beome widely known { theonventional aspets of eah language are onstantly hanging. We are inventing the languageall the time, extending it in ways that are not predited simply by the possibility of newompositions from familiar elements (produtivity and ompositionality). Linguists have beenespeially interested in what remains onstant through these hanges, the limitations on theexibility of human languages. It is easy to see that there are some signi�ant limitations,5Chomsky maintains that we see here de�nite limits on omputational models of mind, sine this sort ofreative behavior is \not realizable by even the most omplex automaton." But this laim is easy to hallenge.If the reative aspet of language use is not understood, what ould be the basis for the laim that it annotbe realized by any omputational system? 4
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but saying exatly what they are, in the most general and aurate way, is a hallenge. Wean adopt a new idiom naturally enough, at least among a group of friends, but it would notbe natural to adopt the onvention that only sentenes with a prime number of words wouldget spoken. This is true enough, but not the most revealing laim about the range of possiblehuman languages. You an name your new dog almost anything you want, but ould you giveit a name like -ry, where this must be part of another word, like the plural marker -s (as indogs), or the adverbial marker -ly (as in quikly)? Then instead of Fido eats tennis balls wouldyou say eatsry tennis balls or dory eat tennis balls or eats tennisry balls or what? None of theseare natural extensions of English. What kinds of extensions really get made and adopted byothers? This is partly a question of language learning, and partly a soiologial question abouthow groups ome to adopt a new way of speaking.
1.5 Are all human languages spoken?Obviously not! Amerian Sign Language is a human language with properties very like spokenlanguages. Sine voal gestures are not the only possible medium for human languages, it isinteresting to onsider why they are the most ommon.
1.6 SummaryThe basi questions we want to answer are these: how an human languages be (1) learnedand (2) used as they are? These are psyhologial questions, plaing linguistis squarely inthe \ognitive sienes." (And our interest is in desribing the grammar you atually have,not in presribing what grammar you \should" have.)The �rst, basi fat we observe about human languages shows that the answer to thesequestions is not likely to be simple! Our �rst, basi fat about the nature of all human languagesis that they are produtive { No human language has a longest sentene. It follows from this3 that you will never hear most sentenes { after all most of them are more than a billion wordslong!Zipf's law gives us a stronger laim, more down to earth but along the same lines. Al-though the most frequent words are very frequent, the frequenies of other words drop o�exponentially. Consequently, many words are only heard one, and it is a short step fromthere to notiing that ertainly most sentenes that you hear, you hear only one.To make sense of how we an use a language in whih most sentenes are so rare, weassume that the language is ompositional, whih just means that language has basi parts3 and ertain ways those parts an be ombined. This is what a language user must know, andthis is what we all the grammar of the language. This is what linguistis should provide anaount of.It turns out that ompositional analysis is used in various parts of linguisti theory:1. phonetis - in spoken language, what are the basi speeh sounds?2. phonology - how are the speeh sounds represented and ombined?3. morphology - what are the basi units of meaning, and of phrases?4. syntax - how are phrases built from those basi units?5. semantis - how an you �gure out what eah phrase means?5
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Most of Chapter 1 in the text is about these 5 things, providing brief skethes of eah, butyou do not have to understand now what these are, or why matters are divided up this way!You will understand this by the end of the lass.
1.7 How to ae this lassMainly: Do all the homeworks! They are 65% of the grade, and the best prepa-ration for the exams. Doing them will fore you to keep up.
1.8 Questions:Feel free to stop by my oÆe M4-5 or anytime. Short questions an also be emailed to me.To: stabler�ula.eduSubjet: questionIn today's leture on Zipf's law, when you plotted the graph,what did the x and y axis stand for?On the x-axis, 1 represents the most frequent word, the, 2 represents the seond most frequentword, be, word 3 is a, word 4 is of, word 5 is to, word 6 is in, word 7 is and, word 8 is for, word9 is have, word 10 is say, and so on. On the y-axis, I plotted how frequent eah word was.Instead of writing the words on the x-axis, I just put the numbers 1, 2 ,3,. . . , partly beausewriting all those words there is hard work, and partly beause what I wanted to show was justthe shape of the urve. The shape of the urve by itself shows that the most frequent wordsare very frequent, and the other words are rather rare!
Referenes[Chomsky1968℄ Chomsky, Noam (1968) Language and Mind. NY: Harourt Brae Javonovih.[Chomsky1975℄ Chomsky, Noam (1975) Reetions on Language. NY: Pantheon.[Frege1923℄ Frege, Gottlob (1923) Compound Thoughts. Translated and reprinted in Klemke, ed.,1968, Essays on Frege. University of Illinois Press.[Turing1936℄ Turing, Alan (1936) On omputable numbers with an appliation to the ensheidungsproblem. Proeedings of the London Mathematial Soiety 42(2): 230-265, 544-546.[Zipf1949℄ Zipf, George K. (1949) Human Behavior and the Priniple of Least E�ort: An Introdutionto Human Eology. Houghton-Mi�in, Boston.
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Leture 2 Phonetis
As disussed in leture 1, human languages are produtive and ompositional, like many othermuh simpler representational systems. For example, there are in�nitely many deimal nu-merals, and they are all built from �nitely many parts. Usually we say that the �nitely manybasi parts are the 10 digits

Introdution . . . . . . . . . . . . . 72.1 Speeh sounds . . . . . . . . . . . 82.2 Artiulation, transription 102.3 Explanations . . . . . . . . . . . . . 162.4 Artiulatory proesses . . . . 172.5 Summary . . . . . . . . . . . . . . . . 180 1 2 3 4 5 6 7 8 9and the way to build larger numerals from these is to arrange these parts in a sequene. Notiethat we ould assume a larger set of basi parts, like0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19.Obviously, all the numerals that an be obtained by making sequenes from the �rst set ofbasi elements an also be obtained by making sequenes of the seond, larger set of basielements. Some elements of the seond set have parts that are ommon to other elements, andsine this seond set does not get us anything new, the �rst an be preferred. The �rst setovers all the numerals and it is simpler. The reason for mentioning this obvious point is thatsimilar sorts of reasoning will be used when we try to �gure out what the basi elements oflanguage are.A �rst idea about language (one that we will rejet) is that (i) the basi elements oflanguage are the words, and (ii) the expressions of the language are formed by making longerand longer sequenes of words. By \words" we might mean something like those things thatget listed in standard ditionaries, exept that we will take the spoken language to be basiand so we will think of the ditionary entries as they are pronouned. My English ditionary(Merriam Webster's Collegiate Ditionary, 10th edition) advertises that it has \more than160,000 entries." Most speakers of English do not know them all. The text suggests thatadults know some 50,000 words, and they an often reognize many more than that. Sosuppose that we assume that the basi elements of language are these words, something morethan 50,000 of them. We typially learn to pronoune them �rst, only later learning how tospell them and read them, so let's adopt the natural assumption that the spoken language ismore fundamental, and onentrate on the sounds of the pronouned words. So our �rst ideaan be that (i) the basi elements of languages are the speeh sounds that we all \words" ofthe language, and that (ii) larger expressions are just sequenes of words.Both parts of this �rst idea fae problems. Part (i) does not look right, beause manyelements of the set of pronouned words seem to have parts in ommon. For example, thepronouned forms of the words newt and nude seem to have some sounds in ommon, soundsthat are also shared by many other words. So there might be a shorter list of basi soundswhih an over all the sounds in all the words of the ditionary. We do not neessarily wantthe simplest list, though. What we want is the list of elements that people, the users of thelanguage, atually take to be basi. So the question is not just whether there is a list of morebasi elements, but whether people atually pay attention to what those parts are. It is easy7
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to see that we do. This will be ompletely lear by the end of this hapter and the next, butjust to start with, we an see that speakers of English atually pay attention to the individualsounds by notiing that the plural of newt is formed by adding an [s℄ sound, while the pluralof nude is formed by adding a [z℄ sound. We an see that this is not aidental in two ways.First, we an see that other \regular" plurals fall into a pattern with these ases:pluralize with [z℄ pluralize with [s℄load lootmood moatode oatmode moteroad rootfood footSeond, if we make up new words that speakers have never used before, we an predit thatthese will also fall into the same pattern. For example, if I say that a bad idea should be alleda \rod", and then I ask you what 2 bad ideas would be alled, I an predit that you will say\2 rods", pronouning that plural with a [z℄ sound. But if I did the same thing with \rot", Iwould predit that you would pluralize with an [s℄. This shows that English speakers are nottaking the words as indivisible units, but are notiing the individual sounds in them. We arenot onsiously aware of this lassi�ation of sounds, but it is impliit in the way we use thelanguage. Our impliit pluralization strategy shows that the list of basi elements of English(and other spoken languages) are individual sounds like [s℄ and [z℄ and [t℄ and [d℄.Part (ii) of the �rst basi idea about the language faes a problem too. It is not truethat we make expressions of the language just by putting words in a sequene. The sequene\the dog barks" is a good expression of English, something you might say, but the sequene\barks dog the" is not. The latter sequene is not an intelligible expression of the same sort asthe former one, and so if we are going to desribe how the intelligible expressions are formedfrom words, the story is going to be more ompliated than it is for deimal numerals. Beforeworking on this problem, let's go bak to the �rst one and onsider what the basi speehsounds are.
2.1 Speeh sounds
If you ask a physiist, sounds are vibrations in the air (i.e. variations in air pressure) produedin various ways by our voal apparatus, pereived by the vibration of the ear drum that results.Like any other sounds, speeh an be plotted in a familiar visual form, with the air pressureon the vertial axis and with time on the horizontal axis. An example is shown in Figure 2.1.
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It is very diÆult to reognize the speeh sounds relevant to humans in this sort of repre-sentation, sine there are waves of di�erent frequenies and amplitudes aused by the di�erentaspets of artiulation. We get a slightly more readable representation of the same data in aspetrograph, as in Figure 2.2. Here we plot frequeny on the vertial axis, with time on thehorizontal axis, with the magnitude of the departure from average air pressure (amplitude)indiated by shading, inreasing from light gray to dark grey to blak to white. The whitebands of high amplitude are alled formants. In both graphs, I have put two lines aroundthe sound of the word usually.
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Fig. 2.2: frequeny vs. time, amplitude indiated by shadingEven in spetrograms, it is diÆult to see the linguistially signi�ant distintions, but onething is obvious: word boundaries do not stand out! There is no silene between words, orany other obvious mark. This is no surprise to anyone who has listened to the speeh of alanguage they do not know: you annot tell where one word ends and the next begins. Infat, this is highly ontext dependent even when you are uent in the language, as we see in(nearly) homophonous pairs of English expressions:(1) a. The good an deay many waysb. The good andy ame anyways(2) a. The stu�y nose an lead to problemsb. The stu� he knows an lead to problems(3) a. Gladly the ross I'd bearb. Gladly the ross-eyed bear(4) a. I sreamb. Ie ream(5) a. Was he the bear?b. Wuzzy the bear?So although we hear individual words, they are diÆult to detet in our graphs. We alsohear various things as the same sound, even when they are quite di�erent aoustially. Forone thing, absolute pith is represented in our graph, and we an hear it, but it makes nodi�erene to the speeh sounds. Also, hanging the rate of speeh will of ourse hange theaousti representation and be pereived, even when the speeh sounds are the same.9
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More interesting mismathes between the aousti representation and our pereption arefound when you look into them more arefully. A typial [i℄ sound has formants at 280 ps(yles per seond), 2250 ps and 2890 ps (Ladefoged, 1993).1 We an see this sound in thespetrogram shown above, sliding by quikly as the �nal vowel of usually, between 0.80 and0.86 on the horizontal (time) sale. (Chek for yourself!) The aousti properties of vowelsvary from one speaker to another, though. Ladefoged & Broadbent (1957), and many otherstudies, have shown that our pereption of vowels is atually adjusted to the voie we arehearing, so that the very sounds we hear as bet in the ontext of one voie may be pereived asbit in the ontext of another voie. The aousti properties of onsonants, on the other hand,vary muh more dramatially even for a given speaker, depending on the ontext in whih theyare spoken. If you ut the �rst onsonant sound out of [pi℄ (pea) and splie it onto [a℄ (ah),the resulting sound is not [pa℄ but [ka℄ (Shatz, 1954; Liberman et al., 1967). In onsonantsounds, we are very sensitive to the brief hanges in formants. Some sounds that you mightthink would be simple, are not.In any ase, it is diÆult to begin our linguisti theory with the representations of soundssuggested by work in physis. What we want to do is to lassify speeh sounds in the waythat speakers of the language automatially do in their uent use of the language.2 As a�rst approximation, we begin with a lassi�ation of sounds based on how the sounds areartiulated and how they sound to our remarkably sensitive and omplex auditory sense. Atsome level, this lassi�ation should orrespond to one based on standard physis, but not inany simple way!

2.2 Artiulation and transriptionThe basi struture of the human voal trat is shown in Figure 2.3. We list the basi soundsof `standard' Amerian English, lassifying them roughly aording to the manner of theirprodution. X-rays of the mouth in ation show that our intuitions about tongue positions arereally not very good, and the traditional lassi�ation sheme presented here is based largelyon pereived sound quality, i.e. on more or less subtle aousti properties of the sounds.Many sounds an be made using these parts of the mouth and throat. vowels an beformed by vibrating the voal hords with the tongue in various positions, and onsonants anbe produed by stopping or a�riating the sound. Writing systems are sometimes lassi�ed intophoneti, syllabi, or morphemi, with English lassi�ed as phonemi, Japanese katakana assyllabi, and Chinese as morphemi, but anyone who knows these writing systems will realizethat the names of these lassi�ations do not math the real omplexities of these systems.It would be wonderful to have an universal alphabet that was truly phoneti, with one1These pithes are all fairly high, as is no surprise onsidering the small size of the parts of the voal tratwhose resonane gives rise to these formants. For referene: middle C is 221.63 ps; the highest C on a pianokeyboard is 4186 ps. So the main formants of [i℄ are at frequenies higher than the pith of the �rst partialof any normal speeh. The fat that many di�erent frequenies are present at one also explains how singing,and the intonation we use in questions, et. is possible: we an vary the fundamental frequeny of our aoustisignals (produed by the vibration of the voal hords) preserving the basi formant strutures of the speehsounds (produed by the �ltering, resonane e�ets of the shaping of the voal trat).2The text says on p 483 \By basi sounds we mean the minimum number of sounds needed to represent eahword in a language di�erently from all other words, in a way that orresponds to what native speakers thinkare the same sounds in di�erent words." This is not quite right, beause two di�erent words an sound exatlythe same: \are" is both a form of the verb be and also a unit of area; \bank" is both a �nanial institutionand the edge of a river; \nose" is something on your fae, but \knows" is a verb. These di�erent words anbe pronouned exatly the same, so we really do not want to represent eah word \di�erently from all otherwords." What we want is to identify the lassi�ation of sounds that speakers of the language impliitly use.10
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nasal avityalveolar ridge

palate velar region
lips(labial region)
teeth (dental region)

tongue body
glottistongue root

Fig. 2.3: Plaes of artiulation for onsonants
symbol for eah sound that is used in any human language. This would make it possible topronoune a sentene in any language just by reading it. This is not quite possible, but theInternational Phoneti Alphabet omes lose. We display it here, and then go through theparts of the alphabet that get used in \standard" Amerian English. (An interative versionis linked to the web page.)
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We mark some additional distintions with these little aents, \diaritis":

DiaritisAnd some further informations about pauses, syllables, et., \suprasegmentals", an also bemarked:

SuprasegmentalsRather than going through everything in these harts, let's just explore the parts that we needfor rough transriptions of standard English.

12
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Stop, friative and a�riate onsonants:manner voie plae1. [p℄ spit plosive stop �voie labial1a. [ph℄ pit plosive stop �voie labial2. [b℄ bit plosive stop +voie labial6. [t℄ stuk plosive stop �voie alveolar6a. [th℄ tik plosive stop �voie alveolar20. [k℄ skip plosive stop �voie velar20a. [kh℄ keep plosive stop �voie velar7. [d℄ dip plosive stop +voie alveolar21. [g℄ get plosive stop +voie velar[P℄ but 'n (button) glottal stop �voie glottal3. [m℄ moat nasal stop +voie labial8. [n℄ note nasal stop +voie alveolar22. [8℄ sing nasal stop +voie velar4. [f℄ fit friative �voie labiodental5. [v℄ vat friative +voie labiodental10. [T℄ thik friative �voie interdental11. [k℄ though friative +voie interdental12. [s℄ sip friative �voie alveolar13. [z℄ zap friative +voie alveolar14. [S℄ ship friative �voie alveopalatal15. [Z℄ azure friative +voie alveopalatal24. [h℄ hat friative �voie glottal
The stops (plosive and nasal) momentarily blok the airow through the mouth. They aresometimes alles -ontinuantThe vowels, friatives, glides, and liquids are ontinuants, +ontinuant, beause they do notblok airow through the mouth.The nasals [n m 8℄ are produed by lowering the velum to fore the air through the nose.The friatives [s S f z v T k h Z℄ do not quite blok airow, but onstrit air passage enoughto generate an audible turbulene.The a�riates [Ù Ã℄ are represented as sound ombinations: very brief stops followed byfriatives.
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Liquid and glide onsonants: manner voie plae16. [l℄ leaf lateral approximant +voie alveolar16a. [l

"
℄ or [@l℄ bottle syllabilateral approximant +voie alveolar9. [ô℄ reef (entral) approximant +voie retroex37. [ô
"
℄ or [@ô℄ or [Ä℄ bird syllabi(entral) approximant +voie retroex[R℄ butter ap +voie alveolar19. [j℄ yet (entral) approximant +voie palatal23. [w℄ weird (entral) approximant +voie labiovelarThe approximants are less restritive, more vowel-like than the friatives.The liquids [ô l℄ have less onstrition than the friatives.3Liquids an appear in a syllabi form, sometimes written [@r @l℄, or alternatively with adiariti mark: [ô

"
l
"
℄.The glides [j w℄ involve a rapid transition.All of the onsonants made by raising the blade of the tongue toward the teeth or alveolarridge are alled oronals. They are the dental, alveolar and alveopalatal stops, friatives,a�riates, liquids and alveolar nasals: [t d k T s z n l r R S Z Ù Ã℄. (Not labials, palatals,velars or glottals.)Sounds that do not restrit air ow enough to inhibit vibration of the voal hords are alledsonorants: they are the vowels, glides, liquids and nasals. They are \singable." Non-sonorants(plosive stops, friatives, a�riates) are alled obstruents.(6) Every spoken language ontrasts vowels with onsonants, and sonorant onsonants withobstruents.4Why would suh a thing be so?

3As indiated, we use [ô℄ for the Amerian \r" sound, following the standard IPA notation, though the textuses [r℄. In IPA, [r℄ represents a trill \r". When I am talking and writing about Amerian English, I sometimesput the r rightside up too.4In ASL, there is a very similar ontrast between the positions assumed in a gesture and the movementsthat our between positions. It is natural to regard the movements as analogous to vowels and the positionsas analogous to onsonants. In spoken languages, there are some syllabi onsonants, like [r
"
l
"
℄ in English, butthey never our adjaent to vowels. In ASL, there are syllabi positions, but never adjaent to movements.This kind of desription of ASL is developed by Perlmutter (1992), for example.14
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high (lose)midlow (open)
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Fig. 2.4: Tongue position for vowel lassi�ation
Simple vowels:

tongue bodyheight tongue bodybakness liprounding tongue roottense (+ATR)or lax (�ATR)25. [i℄ beat high front unrounded +ATR26. [I℄ fit high front unrounded �ATR34. [u℄ boot high bak rounded +ATR33. [U℄ book high bak rounded �ATR28. [E℄ let mid front unrounded �ATR32. [o℄ road mid bak rounded +ATR31. [O℄ aught mid bak unrounded +ATR36. [2℄ shut low bak unrounded �ATR27. [e℄ ate mid front unrounded +ATR29. [�℄ bat low front unrounded �ATR30. [a℄ pot low bak unrounded +ATR35. [@℄ roses mid bak unrounded �ATRDiphthongs: vowels whih hange in quality in a single syllable38. [aI℄ lies +ATR39. [aU℄ rowd +ATR40. [oI℄ boy +ATRThe list of relevant speeh sounds varies from one dialet of English to another. For me thevowel [O℄ in aught is di�erent from the vowel [a℄ in ot, but this distintion is not present formany English speakers.
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Tenseness:The long or tense, +ATR vowels are [i u a o e℄ and all of the diphthongs [oI aI aU℄.5(In elementary shool, I was taught that the vowels were [e i aI o u℄, pronouned in their longforms here. To this list of long vowels, we have added [a aU℄.)The tense/lax distintion is harder to sense by tongue position, though you an feel thetenseness in the tongue root in the tense/lax pairs like beat/bit, mate/met, shoot/should,oat/aught.Probably the best way to remember this feature of vowels is to use the following general-ization about English:(7) Monosyllabi words an end in tense vowels, but not in lax vowels.6OK: bah,[ba℄, see,[si℄, sue,[su℄, say,[se℄, so,[so℄, sigh,[saI℄, now[naU℄NOT: [sI℄, [sE℄, [s�℄, [sU℄(8) Syllables with lax vowels other than [U℄ an end in [8℄; syllables with [U℄ or tense vowelsdo not end in [8℄:OK: sing,[sI8℄, length,[lE8T℄, sang,[s�8℄, sung,[s28℄, song[so8℄NOT: [sU8℄, [sa8℄, [si8℄, [su8℄, [se8℄, [so8℄, [saU8℄
2.3 Explaining the sounds of human languagesWhy lassify speeh sounds into phones in just the way indiated here? One idea is this:If two speeh sounds distinguish two words in any language, they should be representedas di�erent phones;Distintions that are never relevant to distinguishing two words should not be repre-sented (e.g. absolute volume, absolute pith).Notie, for example, that the sounds [t℄ and [th℄ do not distinguish any two words in English.But [t℄ and [th℄ do distinguish words in Hindi, and so we mark the distintion in our lassi�-ation system. The ideal is that the lassi�ation system should be a notation for the soundsof any spoken human language.But we have not really stuk to this ideal of marking every distintion of every language inthe phones listed above. For example, [ma℄ is often used as a word for \mother" in English. Butin Mandarin Chinese, there are the variants [ma℄ with a high tone vowel meaning \mother,"[ma℄ with rising pith, meaning \hemp," [ma℄ with falling pith, meaning \sold," and [ma℄5The vowel [o℄ of standard Amerian English is sometimes lassi�ed as lax. In fat, the tenseness of thisvowel varies from one Amerian English dialet to another, as Halle (1977) and others have observed. EasternNew England dialets have a laxer [o℄ than most other parts of the ountry. For any partiular speaker ofAmerian English, though, the tenseness of [o℄ is fairly uniform aross lexial items. In ontrast, in standardSouthern British English (RP) some words seem to have a rather lax [o℄ while other words have tenser form.Ladefoged (1993) suggests that tenseness is a phonologial property and not phoneti at all { ontrary to whatits name and assoiation with the ATR feature would suggest.6One of the most ommon words of English, the, pronouned [k@℄, is one of the few ounterexamples to thislaim. This word the has quite a few speial properties.16
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with a lowering and then rising tone meaning \horse."7 The following notation is sometimesused to mark these distintions:H L H M L H H L[ma℄ [ma℄ [ma℄ [ma℄So really, by the same logi that motivates inluding both [t℄ and [th℄ in our inventory of sounds,we should inlude all four of these tonal variations of [a℄. Could there be other variations?Another example is the [k℄ sound of English. For most English speakers, the [k℄ inkeel is high and more forward, more entral (\sarely a velar artiulation at all"). Onthe other hand, the [k℄ in ool is high and bak. The sounds are slightly di�erent, too.Ladefoged & Maddieson (1986, 17�) report that in some Australian and other languages, suhslight variants of [k℄ are used to distinguish words. So really they all should have di�erententries in our list of phones. Other examples will ome up later.8It is in the ontext of suh observations as these that we should assess the laim onesometimes hears, that there ould be a \ompleted" IPA hart of all the possible sounds. Thelaim is:(9) the lass of phones, the lass of possible speeh sounds for all human languages, is�nite.Is this believable? The diversity of languages needs to be weighed against universals suh asThink! (6). And remember: �nite sets an be enormous!9A ouple of other interesting points ome up when we onsider [t℄ and [th℄ in English.First, the use of one or another of these allophones in English is not random. The �rstonsonant in top is always [th℄. In almost every ontext, one or the other of these soundsis the one used by English speakers, not both. In this ase, we say that the sounds haveomplementary distribution: where one of the sounds is used, the other is never used.Pairs like this, di�erent sounds that never distinguish di�erent words in a language, but whihare preditable in ontext are alled allophones. The tonal properties of vowels in English donot seem to be preditable in quite this way. This provides a reason to regard [t℄ and [th℄ asallophones of /t/, while the tonal variations of [a℄ in Mandarin are not allophones in English.
2.4 Looking ahead: artiulatory proessesAnother interesting issue omes up when we onsider English dialets in whih the t soundis almost always pronouned as [R℄ when it ours in the middle of a word. So for example,for these speakers the medial onsonant in the word latter has the same sound as the medialonsonant in the word ladder. It is ommon to transribe both words with [l�R@ô℄ or [l�Rô

"
℄.But this misses something important: the words do not sound exatly the same beause the7You an hear these variants if you have web aess and audio, at:http://htv.humnet.ula.edu/departments/linguistis/VowelsandConsonants/Vowels%20and%20Consonants/hapter2/hinese/reording2.1.html8In English, a slight lengthening of a simple vowel does not in itself distinguish two words. (Here we do notmean the hanging of a simple vowel into a diphthong, whih would be a phonemi hange.) But lengtheningsimple vowels does make a di�erene in Serbo-Croatian. Also notie the disussion of latter and ladder below{ there it may look like vowel length is the relevant distintion, but that, we laim, is an illusion.9This kind of proposal will get disussed later in the text { in x13.1.2 { but we need to introdue somepreliminary ideas before that disussion will make sense.17
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[�℄ in ladder is regularly longer than the [�℄ in latter. This shortening of a vowel is oftenindiated by putting a mark over the vowel:ladder [l�Rô

"
℄latter [l��Rô

"
℄This is OK, exept that this representation might lead us to miss an important generalization,roughly:(10) Vowels are slightly longer before voied onsonants in English.We have seen that [d℄ is voied, but [t℄ is not, so the spelling of the words would lead orretlyto the lengthening of the vowel in ladder but not latter. But in the phoneti transription, weseem to have lost a distintion whih is really there. We lassi�ed [R℄ as voied, but it seemsthat the [R℄ in [l�:Rô
"
℄ is really a voied [d℄, while the [R℄ in [l�Rô

"
℄ really a voieless [t℄. We willresolve this problem with our theory of phonology, aording to whih the [R℄ in these wordsarises from an underlying representation of either [t℄ or [d℄ by a proess alled apping.Flapping is one example of an artiulatory proess in English. Several are ommon: dis-similation (arefully distinguishing two adjaent sounds), deletion (dropping a sound, suhas the �rst vowel in parade), epenthesis (inserting a sound, suh as a [p℄ in the pronuni-ation of something as [s2mpTI8℄), metathesis (reordering sounds, as in the pronuniationof spaghetti as [p@skERi℄), and progressive and regressive nasalization (spreading the nasalsound forward or bakward, respetively, marked with a tilde), as in [m~�n℄. These will betreated more arefully within the framework of our phonologial theory.

2.5 SummaryKnow the phones of standard Amerian English, as listed here and in the book (but on theexams, sound harts like the ones here will be provided). Understand vowel and diphthong las-si�ations front/bak, high/mid/low, round/unrounded and at least roughly where eah vowelsound is made. Know the onsonant lassi�ations stop/friative/a�riate/liquid/nasal/glide,voied/unvoied, and at least roughly where eah onsonant sound is made. Know what thevoied ap is. Know whih sounds are +oronal and whih are +sonorant. Know the diaritisfor stop aspiration (as in [phIt℄), vowel shortening (as in [l��Rô
"
℄), and nasalization (as in [m~�n℄).

Referenes[Halle1977℄ Halle, Morris (1977) Tenseness, vowel shift, and the phonology of the bak vowels inModern English. Linguisti Inquiry 8: 611-625.[Ladefoged1993℄ Ladefoged, Peter (1993) A Course in Phonetis. Third Edition. NY: Harourt BraeJavonovih.[Ladefoged & Broadbent1957℄ Ladefoged, Peter and D.E. Broadbent (1957) Information onveyed byvowels. Journal of the Aoustial Soiety of Ameria 29: 98-104.[Ladefoged & Maddieson1986℄ Ladefoged, Peter and Ian Maddieson (1986) Some of the sounds of theworld's languages. UCLA Working Papers in Phonetis 64.[Liberman et al.1967℄ Liberman, A., F.S. Cooper, D.P. Shankweiler, and M. Studdert-Kennedy (1967)Pereption of the speeh ode. Psyhologial Review 74: 431-461.[Perlmutter1992℄ Perlmutter, David M. (1992) Sonority and syllable struture in Amerian SignLanguage. Linguisti Inquiry 23: 407-442.[Shatz1954℄ Shatz, C.D. (1954) The role of ontext in the pereption of stops. Language 30: 47-56.
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Leture 3 Phonology introdued Introdution . . . . 193.1 Stop aspiriation. 193.2 Vowel shortening 213.3 Flapping. . . . . . . . 223.4 Nasalization . . . . 243.5 Summary . . . . . . . 24It would be natural to assume that the phones we listed in the last hapter are the basielements of language, with words and sentenes being formed just by putting the phones intosequenes. This turns out not to be right! The sounds [t℄ and [th℄ are di�erent, but in aertain sense this di�erene does not matter in English. In English, these two phones are bothvariants of the same \underlying" sound, the sound /t/. These basi, underlying sounds wewill all phonemes. The phonemes are really the basi elements of the language, but theirproperties an be altered when they are pronouned. This is the kind of piture that will bedeveloped in this hapter. We will also onsider again the point that not every sequene ofphonemes an form a word. In our standard deimal numeral system, 1111 is a perfetly goodnumber, but not only is [kkkk℄ not an English word, it is not even a possible word. Why not?When we look into the matter, we �nd that the arrangements of sounds are very restritedand preditable. When we try to state what these restritions are, we are led almost rightaway to a rather ompliated piture of what is going on in the language. And this is just thebeginning. You will be surprised.
3.1 Aspirated voieless stopsWe have already observed that the sounds [t℄ and [th℄ annot our just anywhere. Similarlyfor [k℄ and [kh℄, and also for [p℄ and [ph℄. One idea is that we simply remember that pit ispronouned [phIt℄ while spit is pronouned [spIt℄. This idea does not work, beause it doesnot aount for the fat that if we make up new words, like piv and spiv, we automatiallypronoune them as [phIv℄ and [spIv℄, respetively, even though no one has told us how theyare to be pronouned. Also, if it were just a matter of remembered pronuniations, we wouldhave no explanation for why (almost) all words beginning with the p sound have the aspiratedform.An alternative idea is that there is just one basi sound, whih we will all /p/, whih getsaspirated automatially in ertain ontexts and not in others. Similarly for /t/ and /k/. Thiswould explain why we treat new words in the regular way, and why the words already in thelanguage are pronouned as they are. So what is the ontext in whih stop onsonants getaspirated? It is not just beginnings of words, sine the /p/ in upon [2"phan℄ and the /t/ inretake are also aspirated. One simple idea is:(1) English voieless stops are aspirated syllable-initially.
We observed in lass that the English voieless stops form a natural lass: they are the�ontinuant, �voie sounds. Consequently, the rule (1) an be expressed as follows:11The +aspirated feature is sometimes given the name: +spread glottis, beause it involves keeping theglottis open to allow a buildup of pressure behind the stop.19
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(stop aspiration { �rst try)24 �ontinuant�voie 35 ! h +aspirated i/[syllable

For the dialet disussed in lass, this idea has a ouple of problems. In the �rst plae, itmakes the wrong predition about the stops in words likehappy ["h�pi℄upper ["2pô
"
℄walking ["wakI8℄It was suggested in lass that we ould adjust our rule by adding the requirement that thestop be at the beginning of a stressed syllable. Notie that the onsonants in these examplesour in the unstressed syllables. So we an make this adjustment to our rule:(stop aspiration { seond try)24 �ontinuant�voie 35 ! h +aspirated i/[ stressedsyllable

This is muh better, but it still makes the wrong predition about words like theseprey ["pôe̊℄tray ["tôe̊℄lay ["kl̊e℄lever ["kl̊Evô
"
℄Trevor ["tr̊Evô

"
℄(In these words the liquids are sometimes voieless, as indiated by the small irle diaritis.)In all of these ases, any aspiration assoiated with the stop seems to just beome part of thefollowing liquid, ausing the liquid to sound less voied. So we an restrit our desription ofthe aspiration ontext a little bit more, as follows:(stop aspiration)24 �ontinuant�voie 35 ! h +aspirated i/[ stressedsyllable h �liquid i

In lass it was suggested that maybe there is some aspiration on the seond p in \pepper"[pEpô
"
℄. If that's true, then this rule is too restritive, missing some ases. We ould justdrop the requirement that the syllable needs to be stressed, but that lets in many more ases.(Think about whether we want all of them!) We may return to this again later.So the basi idea here is that various words may have the phonemes /p/, /t/ or /k/ inthem. Words are assoiated with sequenes of phonemes. These phonemes are then pronounedin one way or another aording to their ontext. The olletion of phonemes of `standard'20
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Amerian English may then be slightly smaller than the lassi�ation of phones, sine twodi�erent sounds, two di�erent phones may just be alternative pronuniations of the sameunderlying phoneme. In fat, phonemes an often be pronouned in many di�erent ways.Many di�erent phones an represent /t/:(2) a. [t℄ as in stopb. [th℄ as in top. [R℄ as in latterd. [P℄ as in \button" ontrated to \but'n", or \a'las" for \atlas"e. [t^℄ often the t is unrelased in uent speeh, as in \she wen' home" { it an dissap-pear ompletely!Counting di�erent phoneti sounds as instanes of the same phoneme might make you thinkthat the phonemi lassi�ation of sound segments is just \oarser" than the phoneti lassi-�ation. But later we will see that the lassi�ation of phonemes must also be \�ner" thanthe lassi�ation of phones, in a sense, sine in some ases we ount one phoneti sound as arealization of di�erent phonemes. In e�et, this is what happens in apping and various otherproesses.
3.2 Vowel shorteningThe �rst phonologial rule onsidered in the text is not stop aspiration, but vowel shortening(p522). We mentioned lengthening only very briey when looking at the slides of di�erentdialets at the beginning of the lass, but we proeed in a way that is essentially similar to theases of aspiration and apping: we look for lear ases of vowel shortening to disover whereit happens and where it doesn't. We will indiate shortening by plaing a up-like mark rightover the vowel in the phoneti representation.2bad [b�d℄ bat [b��t℄Abe [eb℄ ape [�ep℄phase [fez℄ fae [f�es℄leave [liv℄ leaf [l�if℄tag [th�g℄ tak [th ��k℄. . .It ould be that eah of these words is just stored in the lexion with the possibilitiesfor vowel lengthening indiated. But this is not right, as we an see by observing the samelengthening in similar non-words:gad [g�d℄ gat [g�� t℄mabe [meb℄ mape [m�ep℄naze [nez℄ nae [n�es℄meave [miv℄ meaf [m�if℄kag [kh�g℄ kak [kh ��k℄. . .So there is some regularity here that is not simply learned on an arbitrary word-by-word basis.So what are the ontexts in whih vowels are lengthened in this way? Well, as observed in the2Here, we use the mark to indiate shortening [�e℄ instead of the mark to indiate lengthening [e:℄. Bothmarks are introdued in the IPA hart on page 496. 21
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last hapter [d b z v g℄ are all +voie, while [t p s f k℄ are not. This suggests that vowels arelonger when they appear before voied onsonants. The following kind of format is often usedfor expressing suh a generalization:
(V-length { �rst try)h +vowel i ! h +long i/ 24 +voie+onsonant 35

This rule makes preditions about many ases we have not onsidered, so it would be goodto hek them!
3.3 FlappingNow we an now onsider apping, as we did in lass. Reall that the ap [R℄ was introduedin the phonetis hapter with the word \butter" as a voied alveolar onsonant. We �nd thissound in many words (listed here by standard spelling, not phonetially):ladder latter utter uddermadder matter mutter hottestsoda ider pedal pedantmodify hitter outing editjaded edible etiquette outingIt will be good pratie to begin with some simple ideas and �x them up again. A �rst ideais that /t/ and /d/ are apped only when they are \medial" onsonants, anked by vowels orsyllabi liquids.Let's express this �rst idea in our rule notation. What lass inludes the vowels and syllabiliquids { well they are sonorants, but that's not what we want, sine it inludes nasals. Butthe vowels and syllabi onsonants an be syllables, so let's all them +syllabi. The nextquestion is: What features distinguish /t/ and /d/? In fat, these are alveolar plosive stops:i.e. they are piked out by the features �nasal, �ontinuant, +alveolar. Putting all of thistogether, we an express our idea about apping this way:
(apping { �rst try)2664 �ontinuant+alveolar�nasal

3775 ! R/h +syllabi i h +syllabi i

This rule is a good �rst approximation, but it is not quite right. Looking at the apped/t/, sine the di�erene between [t℄ and [R℄ is easier to hear than the di�erene between [d℄and [R℄, it is easy to �nd ounterexamples to the rule we have formulated. Here are a ouple {these are ases where we have a real [t℄ between vowels, one that does not get apped (again,listing examples by spelling): 22
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proton neutron altitudeaptitude retail attestmattress retool protestprotet multitude in�nitudeattorney attempt attakattentive attention detestundertone undertake returnretroative retire retouhretort retain retaliateattrat fatigue eternalmaterial maternal pretestedWe an �nd a similar list of /d/'s that do not get apped:radar ado reprodueredo dedue residueredraft redution redoubleredeem podiatrist bedekIt helps to onsider minimal ontrasting pairs again, ases as similar as possible, but whereonly one member of the pair shows apping:rider [ôaIRô

"
℄radar [ôedaô℄, NOT: [ôeRaô℄atom [�R@m℄atomi [@tha mIk℄, NOT: [@RamIk℄proton [pôothan℄, NOT: [pôoRan℄rattle [ô�R@l℄retail [ôithel℄What is going on here? Well, there seems to be a di�erene in stress in eah pair, whihwe ould regard as the di�erene between a stressless syllable and a syllable that reeivesseondary stress. As spei�ed on the IPA hart (p.496 of the text), using the vertial markabove for primary stress and the vertial mark below for seondary stress, then the data isthis: rider ["ôaIRô
"
℄ radar ["ôe�daô℄atom ["�R@m℄ atomi [@"tha mIk℄proton ["pôo�than℄rattle ["ô�R@l℄ retail ["ôi�thel℄It seems that apping does not apply if the seond vowel has seondary stress (as in proton orretail), but only when the following vowel is totally unstressed (as in rattle). So we an improveour ap rule as follows, where we now take are to mean \totally unstressed" by -stress:(apping)2664 �ontinuant+alveolar�nasal

3775 ! R/h +syllabi i 24 +syllabi-stress 35
23
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This handles all of the examples listed above. The examples onsidered in lass were a littledi�erent, but led to a very similar rule.
3.4 NasalizationWe didn't get to disuss this in lass, but the text also mentions that in English, vowelssometimes aquire a nasal sound whih we indiate with a tilde over the vowel:tEd t~En nEth�t h~�nd n�tSuppose the generalization is simply this: a vowel that ours before a nasal onsonant beomesnasalized. Make sure you ould represent this generalization with the rule notation we havebeen using above. Is this generalization orret? Why would nasalization work this way?What kinds of evidene ould be provided to onvine someone who laimed they ould nothear the di�erene? How ould you onvine someone who thought nasals ould also spreadto a following vowel?
3.5 The new piture, and remaining questionsThe new story seems intuitive, but it is surprising in a number of ways.1. We assume that words are listed in in the lexion not as sequenes of phones, but assequenes of phonemes. { These are the basi units of the language.2. The phonemes are de�ned just as segments of sound with partiular properties, partiularfeatures, features whih may be altered in ertain ontexts. So a segment with the featuresof a /t/ may be altered to surfae as a [R℄ or as a [P℄.3. Rules apply to underlying segments, altering features of spei� segments on the basis ofthe linguisti ontext (whih sounds are to the left and write, whether there is a word orsyllable boundary, whether there is stress, . . . )Like every good story, this one leaves us with more puzzles.Q1. What are the phonemes of English, and how an we defend the idea that something is aphoneme?We have introdued a ertain strategy, and we will get more pratie with it in the nextletures.Q2. The text says on p. 522:3The very fat that the appearane of [e℄ and [�e℄ is preditable is important: it meansthat the di�erene between the two annot be used to distinguish words from eahother.Why not? Is this a matter of logi?4 Or is it an empirial matter?3This quote refers to the di�erene between [e℄ and [�e℄, but in lass we used the di�erent notation [e:℄ and[e℄, as mentioned in footnote 2 on page 21.4For example, it is a matter of logi that if all men are mortal, then it must be the ase that: if Sorates isa man, then he's mortal. { The opposite assumption is nonsense!24



Leture 4 Phonemes and rules of variation
At the beginning of the lass, we mentioned that although language is exible and hangingonstantly, the way we speak inuenes our pereptions in sometimes surprising ways. Lookingat sound ombinations in the last lass, we see some examples of this. First, we see there aresmall variations in the phoneme inventories of even \standard" English speakers, and we alsosee that distintions that do not matter in your own dialet are sometimes hard to hear. Forme, there is a lear di�erene between \aught" /kOt/ and \ot"/kat/, and between \paw"/pO/ and \pa" /pa/. But for many Californians, this distintion is hard to hear. As youpratie in phonetis and phonology, you will get better at notiing a range of distintions,but eah new language and dialet an present hallenges!The methods introdued last time are important, so let's make them expliit here. Theyan be applied when you have the relevant data, even when you are not a speaker of thelanguage.(1) The phoneme basi unit of sound, and phonologial rules speify how those soundshange in ontext.The hanged sounds, the variants whih our in one or another ontext, are sometimes alledallophones.So among the phones of Amerian English whih we disussed in the �rst leture, somemay be phonemes, but others may be variants, \allophones."The previous leture notes list 40 or so phones for `standard' Amerian English, but thetext proposes a di�erent inventory, with 39 phonemes:
24 onsonants bilabial labio- dental alveolar palato- palatal velar glottalvoie dental alveolarstops - /p/ /t/ /Ù/ /k/+ /b/ /d/ /Ã/ /g/friatives - /f/ /T/ /s/ /S/ /h/+ /v/ /k/ /z/ /Z/nasals + /m/ /n/ /8/approximant + lateral /l/+ entral /w/ /r/ /j/11 vowels front entral bak bakunrounded unrounded unrounded roundedupper high /i/ /u/lower high /I/ /U/upper mid /e/ /@/ /o/lower mid /E/ /2/low /�/ /a/

3 diphthongs/aI//aU//oI/1 syllabionsonant/r
"
/ or /Ä/25
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Among the onsonants, notie that there is just one phoneme for eah of /t/, /k/, /r/, /l/,and /w/ even though they have variants, and it is assumed that the ap [R℄ is a derived form.All of the other onsonants in our list of phones orrespond to phonemes.The vowel hart lists 11 simple vowels, 3 diphthongs, and 1 syllabi onsonant. Comparingthis to the list of phones, we see that the /l

"
/ of the previous hapter is not listed as a phoneme,nor is /O/. I think the /O/ is left out not beause it is derived, but beause it is beomingrather rare; and the text says on p490 that /l

"
/ is left out beause it will be treated as /@l/.So this is a atalog of 39 phonemes altogether, but we have seen that this varies slightlyamong English speakers. Some other languages have as few as 11 phonemes (Polynesian,Pirah~a) and some have 100 or more phonemes (e.g. the Khoisan language !X�o~o; some otherlanguages like the Cauasian language Ubykh have a good number of onsonants).It is ommonly (but not universally) assumed that in every dialet of every language, eahword is assoiated with a sequene of phonemes. This piture of phonemes as the basi units,the piture expressed in (1), raises the basi question:(2) How do we identify the phonemes and the variants?We did this informally when we identi�ed some variants of /t/, /r/ and the vowels lasttime, but it is useful to be expliit about the proedures. Let's state them �rst, and then gothrough some more examples.On the standard view developed here, the phonemes of a language are the segments ofsound that our in lexial entries, and this idea is aptured with the following proedure:

4.1 Minimal pairsIdentifying di�erent phonemes with minimal pairs1. Find pairs of di�erent words that di�er in a single sound: the di�ering sounds in thesepairs are di�erent phonemes, or variants of di�erent phonemes.Compliations for this method:� Sometimes a minimal pair annot be found, just beause of aidental gaps in the lexion.The text (pp533,534-535) gives the English example of /Z/ and /k/So, for example, the minimal pair[b�d℄ [f�d℄shows that [b℄ and [f℄ are (variants of) di�erent underlying phonemes. And the pair[thIp℄ [lIp℄shows that [th℄ and [l℄ are (variants of) di�erent underlying phonemes.With sounds like /k/ and /Z/, it an be hard to �nd perfet minimal pairs, but we anome lose: seizure /"siZr
"
/ neither /"nikr

"
/adhesion /@d"hiZ@n/ heathen /"hik@n/26
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So the previous proedure identi�es variants of distint phonemes, but the possibility of vari-ants, the possibility that eah phoneme an be altered aording to its phonologial ontext,makes determining the atual atalog of phonemes of a language rather abstrat, and so weneed a seond proedure:
4.2 Phonologial rulesIdentifying phonemes and phonologial rules1. Identify the environments in whih eah sound ours(it an happen that the distribution is omplex, but we an begin by assuming thatadjaent sounds and boundaries are most likely to be relevant)2. Identify olletions of sounds that never appear in the same environment:sounds in omplementary distribution.(we are espeially interested when the omplementary sounds are related, sharing manyfeatures)3. If the haraterization of these olletions of sounds and their environments involve listsof sounds, see whether the elements of eah list fall into natural lasses, so that they anbe identi�ed by their features.4. For eah suh olletion, onsider the hypothesisH: the element of the olletion that ours in the widest range of environments is thephoneme, and the other forms are derived from the phoneme by phonologial rules.Compliations for this method:� Sometimes phonologial rules are optional, so the related forms will not be in a perfetomplementary distribution.� Sometimes two sounds have omplementary distributions not beause one is derivedfrom another, but beause they our in di�erent plaes for other reasons, or beauseof an aidental gap in the lexion.The text (pp548-549) gives the English example of /h/ and /8/. (See also p551 on /8/)So for example, one of the �rst sound hanges mentioned in the text is English n dentalization:no [no℄ tenth [tEn”T℄annoy [@"noI℄ month [m2n”T℄onion ["2nj@n℄ panther ["p�n”Tr

"
℄This list suggests that the /n/ is dentalized just when it preedes /T/, but this list is tooshort. We should hek a range of data, with partiular attention to sounds that are similarto /T/: other alveolars, other friatives. A wider onsideration supports the idea that thishange is spei� to1. Identify the environments for the sounds [n n”℄n n”o tE T

@ oI m2 T
2 j@n p� Tr

"27
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2. In this data, the environments for [n℄ and [n”℄ are ompletely di�erent. The [n℄ and [n”℄ arein omplementary distribution, even just onsidering only the immediately following sounds.3. The sounds inolved here are very spei�, and so we do not need arbitrary-looking liststo desribe what's happening. Reeting on how these sounds are made, it seems like annatural rule sine the dental and alveolar gestures are similar.4. We propose the hypothesis that /n/ is a phoneme, and that [n”℄ is an allophone derived bythe following rule:(n dentalization)n ! h +dental i/ T

As disussed in lass, it ould be that this hange takes plae in more ontexts than ourrule says (maybe not just before Tbut before any interdental friative?), but so far, withthe data shown above, in these notes, we see the hange only in this ontext.
The other examples we onsidered last time { stop aspiration, apping { were more om-pliated, but the method was the same.
Chapter 12 is mainly devoted to presenting examples of this proedure. 17 or so di�erentphonologial rules are disussed, some at great length:(p555) English t aspiration (lass formulation slightly different)(p522) English vowel shortening(pp530,555,567) English flapping(p527) English l devoiing(p527) English l dentalization(p527) English l velarization(p545) English vowel nasalization(p550) English alveolar plae enforement(p552) English (optional) ae diphthongization(p555) English preglottalization(p564) English post-nasal t-deletion(p566) English /aI/ raising(p539) Maasai /k/ spirantization(p539) Maasai post-nasal voiing(p531) Spanish /d/ spirantization(p559) Chotaw rhythmi lengthening(p561) Korean stop nasalizationThe important point is not to memorize this list of rules. The important thing isto know how to use the proedures to �nd suh rules, and what they signify.One important thing to notie is that these rules are not neessary, so they must be learned.Other languages do things di�erently.
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4.3 Ordering the rulesThere is one more wrinkle to onsider: what happens when more than one rule an apply?What we say about this matters! We an see that this matters by onsidering a dialet thathas the following pronuniations:phoneme sequene phone sequeneladder /l�dr

"
/ [l�Rr

"
℄latter /l�tr

"
/ [l��Rr

"
℄We will get the wrong result for the word latter if we apply �rst apping and then short-ening: /l�tr

"
/+ apping[l�Rr
"
℄ vowel shortening does not apply (beause R is voied)We ould avoid this result if we insisted that vowel shortening applies before apping.The data we are trying to model here might not be trusted though, beause, in most om-mon dialets of Amerian English, there is little if any di�erene between the pronuniationsof latter and ladder. But there is a dialet of English whih provides a more audible distintionthat an be used to explore these issues. In this dialet (mentioned in the text on pp566-570),we have a diphthong [2I℄ that is heard in words like the following (more data in the text):write [r2It℄ ride [raId℄tripe [tr̊2Ip℄ tribe [tr̊aIb℄rie [r2Is℄ rise [raIz℄sight [s2It℄ side [saId℄This di�erene an be seen in the spetrogram (this one from Moreton & Thomas):
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Now, let's use proedure 2 to see what's going on with the sounds [2I℄ and [aI℄:1. Identify the environments for the sounds [2I aI℄:aI 2Ir t r dtr̊ p tr̊ br s r zs t s d2. In this data, the environments for [aI℄ and [2I℄ are ompletely di�erent { these sounds arein omplementary distribution3. Looking at the onsonants immediately following the vowel, the sounds [t p s℄ are -voie,and the sounds [d b z℄ are +voie.4. We an propose the hypothesis that /aI/ is a phoneme, and that [2I℄ is an allophone derivedby the following rule:(aI-raising)

aI! 2I/ 24 +onsonant�voie 35
With this idea, we an look at what happens with apping in this dialet, and what we �ndis this very audible di�erene between some forms in whih both apping and aI-raising anapply (in my dialet, this is muh learer than the latter/ladder ase mentioned above and inlass): phonemes atual phoneswriter /raItr

"
/ [r2IRr

"
℄rider /raIdr

"
/ [raIRr

"
℄We get the wrong result for the word writer if apping applies �rst:/raItr

"
/+ apping[raIRr
"
℄ aI-raising annot apply beause R is voiedWe an avoid this result by insisting that aI-raising applies before apping. So the point of thissetion is: when more than one rule an apply, we need to deide whih has priority. One wayto do this spei�es an order in whih the rules apply.Notie how this kind of proposal ompliates our piture of phonologial proesses. In fat,the presentation here and in the text plays a kind of trik. When listing the environments forthe sounds [aI℄ and [2I℄, we did not inlude the writer/rider pair,[r2IRr

"
℄ [raIRr

"
℄If we had inluded it, we would have notied that [aI℄ and [2I℄ are not in omplementarydistribution. So what we really did is to set this last ase aside as exeptional at �rst, andthen explain it by proposing the raising rule.In dialets with the vowel di�erene between \ladder" and \latter", yielding respetively30
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ladder /l�dr

"
/ [l�Rr

"
℄latter /l�tr

"
/ [l��Rr

"
℄it ould appear that there is a phonemi ontrast between [�℄ and [��℄, but now we see there isthe alternative option of saying that shortening ours before apping. (If apping ourred�rst, then sine the ap is voied, we would hear the long vowel in both ases.)Ordering the rules also inreases the omplexity of our aount onsiderably, and so somereent work in the �eld explores reformulations of the theory that avoids this. You will hearmuh more of this if you take more phonology.

4.4 Phonology and morphologyIn the text, setion 12.10 also observes that adding a pre�x or suÆx an hange the relevantenvironment for phonemes in ways that a�ets pronuniation. For example, adding \-able"/@b@r/ to \note" /not/ triggers apping. This setion of Chapter 12 talks about morphology,the study of word formation. We will disuss morphology soon, but this setion is understand-able using just the familiar understanding of words and suÆxes.Using " to mark primary stress, note "notnotable "noR@b@lnotation no"teS@nWe get apping not only aross stem-suÆx boundaries but aross word boundaries:not a mistake "noR@mI"stekDo we get shortening of [e℄ aross suÆx or word boundaries? Do we get dentalization of naross suÆx or word boundaries?
4.5 Phonologies varyThere is nothing neessary about the English phonologial rules we have onsidered (n-dentalization, vowel shortening, apping,. . . ). Other languages an have di�erent treatmentseven of the same sounds. In Bengali, the n/n” sounds are not in omplementary distribution;on the ontrary, for Bengalis, this distintion is phonemi and easy to hear. In English the k/tsounds are not in omplementary distribution and are phonemi, but the d/Rsounds do haveomplementary distributions and are not phonemi. In Spanish we �nd the opposite situation(as disussed in the text on pp.530-531).[pita℄ means `entury plant', while [piRa℄ means 'funeral pyre'.The ourrene of d/k, on the other hand, is governed by a rule like this:(Spanish spriantization)d ! k/[+vowel℄(The onversion of stops to friatives is often alled \spirantization.")

31



Stabler - Linguistis 20, Winter 2010
4.6 SummaryYou do not need to memorize these rules, but you should be able to understand them, andmore importantly, follow the steps to their formulation:1. the minimal pair proedure for identifying (variants of) di�erent phonemes2. the proedure for identifying phonemes and phonologial rules
The proedures are quite simple in outline. If someone else is available to provide the relevantdata for a language you don't know, these methods an be applied. But in real appliations,there are often omplexities, some of whih were mentioned in this leture.Even the �rst few steps taken in this lass provides a surprising piture of how languageworks. When you think of a word or phrase to say, you have a phoneme sequene like /raItr

"
/in mind. Then, rules apply, with some having priority over others, to make some adjustmentsin how the phonemes sound when they are pronouned, so that the result might be, for thisexample, [r2IRr

"
℄:

phonemes: /raItr
"
/

phones: [r2IRr
"
℄ aI-raisingapping

Referenes[Elliott Moreton and Erik R. Thomas 2007℄ Origins of Canadian Raising in voieless-oda e�ets: aase study in phonologization. Laboratory Phonology 9: 37-64.
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Leture 5 Phonotatis, syllables, stress
So far we have seen that there may be fewer speeh sounds than it seems at �rst, beausea single sound an have various prediable variants. The regularity we all `voieless stopaspiration' explains why English has words like [phI8℄ but not [pI8℄. This rule, and the otherrules we have onsidered to desribe variations, seems to be related to the manner in whihthese sounds are produed. The �rst phonology hapter in the text begins with a warningof three omplexities in phonology (p.519): (i) there is quite a lot of variation that seems tohappen \mostly for phoneti reasons;" but (ii) there are other omplex distributional fats;and (iii) sound distributions are also inuened by word-formation (morphology) and phrase-formation (syntax). The phonology onsidered so far seems to fall under (i), and now we an seethat there has to be muh more to phonology than that, more `phonotatis'. `Phonotatis'are the priniples restriting the permissible sound sequenes in a language.Returning to the example of deimal representations of numbers, we have seen that ertainsequenes like [pI8℄ do not our beause stop aspiration will apply, but we have not onsideredwhy there is no English word [kkk℄. Does voieless stop aspiration apply? That is, is the �rst kin this sequene in a stressed syllable and not followed by a liquid? To answer this question weneed to know more about syllables and stress { nothing in this sequene looks like a syllable!The relevane of syllables to explaining the distribution of sounds generally is easy to see.Consider the following fats for example. English allows the word[pI8k℄ but not *[pInk℄[drI8k℄ but not *[drInk℄
And there is some regular pattern here that gets projeted onto new words we might make uptoo, sine [pE8k℄ is possible, but not *[pEnk℄,*[p2mk℄ is extremely odd,*[pimk℄ is extremely odd,. . .
The relevane of syllables to these fats is obvious beause we have other words with the wierdsequenes [nk℄, [mk℄: [Enkod℄ [Enk2mp@s℄ [p2mkIn℄It looks like the syllable boundaries, sometimes marked with a period, are relevant here:[En.kod℄ [En.k2m.p@s℄ [p2m.kIn℄33
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Chapter 13 in the text addresses these things, and we turn to them now.1
5.1 FeaturesBefore looking at syllables, the text �rst observes that the phonologial rules of the previoushapters have not really taken the phonemes to be basi: rather, the phonemes have variousfeatures in ommon, and the phonologial rules pay attention to those features. For example,the feature [+voie℄ is something that English speakers pay attention to! So the smallest unitof analysis is really not the phoneme, but the phonologial feature.The text provides further examples to support the idea that referring to features providesa way to desribe how the phonology of a language works, and how phonologies of di�erentlanguage are similar.
5.2 SyllablesThe idea that one of the natural units of speeh is a syllable is familiar from traditionalgrammars and ditionary entries, and we have already referred to syllables in trying to for-mulate our phonologial rules preisely. It is traditionally assumed that a syllable is formedfrom zero or more onsonants, followed by a vowel, and ending with another, usually shorter,sequene of zero or more onsonants.2 These three parts of a syllable are alled the onset(O), the nuleus (N) and the oda (C), respetively, with the nuleus as the only obligatorypart, and with the tree struture: syllable �Op l RN� Cn
Here the syllable \�" is alled the root node of the tree { so the root is upside-down, theway family trees often are. In this upside-down tree, the root has two parts, the onset and therime. In analogy with family trees, we all these two parts daughter nodes of the root. Theright daughter is the rime, whih is in turn the mother of two more daughters: the nuleusand the oda. In analogy with a real tree, the nodes that are furthest from the root, thosealong the bottom of the tree, are sometimes alled leaves.Why assume that the elements of the syllable group in this way, as [onset [nuleus oda℄℄rather than as [[onset nuleus℄ oda℄? Well, one kind of argument omes from the fat that itis quite easy to divide syllables at the onset-rime boundary. Not only is this done in rhymingpoetry, but also in language games like Pig latin. We see the same thing in \Yinglish" expres-sions like fany-shmany, road-shmoad. More importantly, there are fundamental restritions1All of hapter 13 is good reading, and provides useful bakground, but the ruial parts are: pp587-593 onsyllables, and 597-602 on stress. { These are two loose ends from the previous letures that we need to takeare of.2Some prominent approahes to phonology have tried to do without syllables altogether. Among those whoaept syllables, it is a matter of ontroversy whether ASL has anything orresponding to a syllable strutures{ perhaps it ould if vowels were equated with movements, and onsonants with held positions. . .34
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on sound sequenes whih hold syllable-internally, as suggested by the *[p2mk℄, [p2m.kIn℄ontrasts mentioned above, and disussed in more detail in the next setion.There are other restritions on the struture of the English syllable. Consider the possibleonsets:(1) Any single onsonant phoneme is a possible onset, exept 8, and maybe Z.3(Remember that P is not ounted as a phoneme here.)(2) Only ertain 2-onsonant onsets are possible.Sine there are 24 onsonants in our list of English phonemes, that means there are242=576 di�erent pairs of onsonants. But the ones that our in ommon Englishwords are just those given by the +'s in this table (f. the disussion in the text onp.591): w j ô l m n p t kp + + +t + + +k + + + +b + + +d + +g + + + +f + + +

T + +
S +s + + + + + + +This hart misses words with unusual sounds (borrowings from other languages, et.).For example, sphere begins with the unusual onset [sf℄. Clearly, [s℄ has speial proper-ties!Notie that less than half of the onsonants ever begin a omplex onsets. Never Ù, Ã,v, k, Z, m, n, 8, l, r, w, j.(3) The number of di�erent 3-onsonant sequenes is 243=13,824. But in onsets, there areeven fewer 3-onsonant possibilities than there were 2-onsonant possibilities!! I ountjust these 9: w j ô l m nsp + + +st + +sk + + + +See if you an think of any I missed. Again we see dramatially the speial propertiesof [s℄.(4) (Certain other onsets appear in words borrowed from other languages.)Why are the possible onsets and odas so restrited? We will return to this question.A simple strategy for speifying the struture of most (but not all!) English syllables isthis: First, eah syllabi phone (eah vowel and syllabi onsonant) is a nuleus. Seond, wehave the preferenes (p592 in the text):3Maybe we should ount English as allowing an initial Z for names like Dr. Zhivago. { It is hard to draw asharp line between borrowings from other languages and sound sequenes that naturally our in English.35
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(a) prefer syllables without onsets or odas (\open syllables"),but if there are onsonants around, the preferene is to put them into the onsets:(b) prefer syllables with onsets,as long as this does not yield an onset that the language disallows.When onsonants our between two vowels, then, we typially prefer to assoiate the on-sonants with the onset of the seond syllable. In other words, eah onset should inlude thelongest possible sequene of onsonants preeding a nuleus. Finally, any remaining onso-nants must be odas of the preeding nulei. For obvious reasons, this idea is sometimes alledthe \onsets before odas" rule; what it amounts to is: \maximize onsets." (Linguists haveargued that this tendeny may be due to the pereptual ues needed to reognize onsonants,and the fat that �nal onsonants are often unreleased (Ohala, 1990; Steriade, 1999).)So, for example, the word onstrut /k2nstô2kt/gets parsed into two syllables (shown by the dot in the last step) this way:k2nstô2kt sequene to syllabifyk [N 2℄ nstô[N 2℄ kt identify nulei[Ok℄ [N 2℄ n[O stô℄[N 2℄ kt maximize onsets[Ok℄ [N 2℄[Cn℄.[O stô℄[N 2℄[Ckt℄ other onsonants in odasThis last line shows with brakets the same thing that an be drawn with the tree:word�Ok RN

2

Cn
�Os t ô

RN
2

Ck t
This rule works properly for many words (try matron, atlas, enigma), but it does not seemto provide quite the right aount of words like apple or gummy or happy. The �rst syllableof apple is stressed, and it sounds like it should inlude the onsonant. Cases like these arealled ambisyllabi: a onsonant is ambisyllabi if it is part of a (permissible) onset butimmediately follows a stressed lax (-ATR) vowel. For the word happy, the text presents astruture on page 588 in whih the [p℄ sound is both the oda of the �rst syllable and the onsetof the seond one { there's just one [p℄ sound but it's ambisyllabi:4word�Oh RN� C

�O
p

RNi4The tree for the ambisyllabi /h�pi/ in the text on p588 does not show the onsets, nulei and odas,beause these are not introdued until the next page { p589.36
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Notie that this is not a tree! It's not a tree beause two of its branhes \grow bak together"{ the /p/ has two mothers! That's not the way trees work! Unfortunately, that seems to bewhat happens with ambisyllabi onsonants.
5.3 Syllables 1: feature agreementWe introdued syllables using the *[p2mk℄, [p2m.kIn℄ ontrast. That is, aross syllable bound-aries we �nd ertain onsonant ombinations that seem to be impossible syllable-internally.Let's onsider these more arefully.The text suggests on p588: "in English, a nasal followed by a non-oronal stop (p,b,k,g). . . is obligatorily homorgani with the stop when the two are in the same syllable."Remembering that the non-oronal stops = labial stops + velar stops. And the nasals =labial m + velar 8 + alveolar n. So onsidering all 12 possible non-oronals+nasal ombina-tions, the generalization above tells us that 8 are impossible syllable-internally:mp mb *mk *mg*8p *8b 8k 8g*np *nb *nk *ngThis explains the *[p2mk℄, [p2m.kIn℄ ontrast. The latter allows /m/ before /k/ beausea syllable boundary intervenes. Similarly for \drainpipe", \gunpoint", \unpronouneable",\inredible", \ingrown", and many others.The text also suggests (p588) \A parallel observation .. when [sequenes of obstruents(plosive stops, friatives)℄ our in the same syllable, the entire luster must have the samevoiing value."For example, we have [k2bz℄ and [k2ps℄ but neither *[k2pz℄ nor *[k2bs℄. But aross asyllable boundary we �nd [b℄ next to [s℄ in \absurd" [@b.sr

"
d℄, and \Hudson" [h2d.s@n℄, forexample. We also have words like these:[glImpst℄ "glimpsed"[tEmpts℄ "tempts"[EnstI8kts℄ "instints"

Here the nasals are voied, and our in onsonant lusters that inlude voieless segments.So onsonant lusters ontaining obstruents need not always have the same voiing value, onlyatually adjaent obstruents. But there are also words like this,[TaUz@ndTs℄ "thousandths"However, maybe this transription, with [dT℄, is not aurate; when native Amerian speakerspronoune this, does it really have a [d℄ or [R℄ in it? Maybe not.A more restrited version of this idea is sometimes onsidered:5The Voie Agreement Priniple: Obstruent sequenes at the end of an English wordannot di�er with respet to voiing.5This priniple and the next one are from the text, pp.612�, but this is from the the next hapter {not assigned! Here it is enough to notie just that various versions of these simple ideas are being explored inour attempt to get the fats exatly right. 37
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Another possibly related question is: why do we haveskits [skIts℄ trailed [treld℄ but never *[szIts℄ *[tdeld℄?
The Not-Too-Similar Priniple: Obstruent sequenes annot di�er only in voiing.
These and other regularities should be explored more arefully, but we will have to leave thatfor another time (like a good lass in phonology!)
5.4 Syllables 2: the Sonority Priniple
Of the in�nitely many possible onsonant ombinations, only a tiny fration our. And theregularities mentioned in the previous setion explain only a small part of this.One other idea, one that we will formulate just roughly here, exludes a muh larger rangeof ombinations than the generalizations given above. This idea is based on the idea that thereare degrees of sonority. Listing sounds in order of inreasing sonority we get an order like the** following:The Sonority Hierarhy:�sonorant +sonorantstops a�riates friatives nasals liquids glides vowels
Very roughly, sonority orresponds to the amplitude (i.e. volume) of the speeh sound. Theonsets and odas in English seem to respet this ordering aording to the following priniple:6Sonority priniple (SP): onsets usually rise in sonority towards the nuleus, and odasfall in sonority away from the nuleus.This aounts for the impossibility of words with onsets like rtag, while allowing trag. Andit aounts for the impossibility of words with odas like gatr while allowing words like gart.Similar sonority hierarhies play this kind of role in other human languages too, though thereis signi�ant variation in exatly what onsets and odas eah language inludes.The SP reveals the syllable as a kind of yle in the rising and falling sonority of humanspeeh, as Leonard Bloom�eld proposed quite a long time ago:

In any suession of sounds, some strike the ear more foribly than others: di�er-enes of sonority play a great part in the transition e�ets of vowels and vowel-likesounds. . . In any suession of phonemes there will thus be an up-and-down ofsonority. . . Evidently some of the phonemes are more sonorous than the phonemes(or the silene) whih immediately preede or follow. . . Any suh phoneme is arest of sonority or a syllabi; the other phonemes are non-syllabi. . . An utteraneis said to have as many syllables (or natural syllables) as it has syllabis. The upsand downs of syllabi�ation play an important part in the phoneti struture of alllanguages. (Bloom�eld, 1933 p120)6The text provides slightly more restrited observations, saying for example (p591): \. . . English, like manyother languages, does not allow sonorant-obstruent sequenes at the beginning of a word. . . "38
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5.5 Stress (briey!)We won't give muh attention to stress in this lass, but it is lear to everyone that in Englishand many other languages, some syllables are more prominent, more stressed than others. Wehave been indiating this with stress marks: a high mark to indiate primary stress on thefollowing syllable, and a low mark to indiate seondary stress on the following syllable:7

@�sIm.@"le.S@nThe text proposes another representation, using a \pile" of grid marks to indiate the stressof eah syllable: xx xx x x x x
@ sIm @ le S@nHere we pile up grid marks aording to the following rules:o. eah syllable has a grid mark x,a. syllables with more stress have more grid marks, andb. we use no more grid marks than neessary.These rules an handle even more omplex ases, like the phrase maintain assimilation inwhih the seond word has more stress on its most stressed syllable than the �rst word does.These are ways of representing the stress in a word or phrase, but what deides where thestress should go in the �rst plae? It turns out that the rules of English stress assignment arenot simple, and they vary with dialets, so we will just observe a ouple of things:1. The text says (p598): \In English, stressed syllables { whether they arry main or subsidiarystress { are hiey identi�ed by the vowel qualities they allow: vowels suh as [�℄, [a℄, [E℄,[O℄, [U℄, or [u℄, [i℄ or [2℄ are permitted only under stress."By \stress", this passage annot mean just \main stress" though, as we see from manyexamples we have already seen in the text, like these:(p598) [i℄ in nulear ["nUkliÄ℄ (p572) [i℄ in luky ["l2ki℄(p572) [E℄ in extrat [Ek"str�kt℄ (p572) [a℄ in Exxon ["Eksan℄(p572) [E i℄ in mentality [mEn"t�lIRi℄ (p535) [�℄ in adhesion [�d"hiZ@n℄(p535) [a℄ in automati [aR@"m�RIk℄In any ase, it is lear that vowel quality and stress are related, as we see also in thefollowing generalization (one that was mentioned earlier). . .2. A syllable is said to be light if its rime onsists of just one short (-ATR) vowel, with nooda; otherwise, it is heavy.8 In these terms, we an observe that in English:Stressed syllables must be heavy (though not all heavy syllables are stressed.)Sine monosyllabi nouns and verbs are typially stressed, we see that this last ideawas already mentioned when we pointed out earlier that monosyllabi nouns and verbsin English annot end in lax vowels: we do not have nouns like [sI℄, [sE℄, [s�℄, [sU℄.7The [m℄ in this example immediately follows the stressed lax vowel [I℄ so it is really \ambisyllabi" in thesense mentioned on page 36 of these notes, and shown by the tree for happy on page 588 of the text.8As disussed on page 16 of the notes for Leture 2, the short (-ATR), lax vowels of our loal AmerianEnglish are [I E � U℄. 39
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3. English stress assignment varies with the \syntati ategory" of a word.a. Examples. the verb digest, as in Did you digest that hapter?,has stress on the seond syllable [daI"ÃEst℄;the noun digest, as in Let's get the \Reader's digest" version!,has stress on the �rst syllable ["daIÃEst℄.A similar thing happens in pairs like �abstrat/abstr�at, �esort/es�ort, s�urvey/surv�ey,t�orment/torm�ent, �onvit/onv��t.b. Tendenies: (Burzio) In Amerian English most unsuÆxed words respet the follow-ing rules, where a 'superheavy' syllable is one that has either has a long vowel (the long[+ATR℄ vowels are [e i a o u℄) and a oda, or else a vowel and a two onsonant oda:� In nouns, a heavy penultimate syllable is stressed if there is one, and otherwise theantepenult is stressed if there is one.{ for example, agenda /a"dZEnd@/, but Ameria /@"merIk@/� In verbs, if the �nal syllable is superheavy it gets stressed, and otherwise the penulti-mate syllable gets stress.{ for example, prevent /pri"vEnt/, but imagine /I"m�dZIn/In reent surveys of the stress systems of various languages, among languages that assigna single primary stress per word, penultimate and �nal stresses are fairly ommon, but initialstress is found more often (Hyman 1977; see also Gordon 2004):number of languages perentageinitial 114 37.3penultimate 77 25.2�nal 97 31.7antepenultimate 6 2peninitial 12 3.9
5.6 Reeting on the big piture: Speeh pereptionReeting on the whole piture of phones, phonemes, syllables, and stress { the �rst 5 letures{ it may seem simple enough (?), but it makes the language understanding task seem quiteamazing. What we hear is nothing like a sequene of sounds that orrespond 1 for 1 with thephonemes of words. Rather, eah sound in eah word a�ets and is a�eted by neighboringsounds in ompliated ways, and the words are all run together. Thinking of the basi sequeneof phonemes as a row of Easter eggs, pouring forth in our speeh at a rate of about 3 per seond,the famous linguist Charles Hokett desribed the speeh understanding problem this way:Imagine a row of Easter eggs arried along a moving belt; the eggs are of various sizesand various olors, but not boiled. At a ertain point, the belt arries the row of eggsbetween the two rollers of a wringer, whih quite e�etively smash them and rub themmore or less into eah other. The ow of eggs before the wringer represents the series ofimpulses from the phoneme soure; the mess that emerges from the wringer representsthe output of the speeh transmitter. At a subsequent point, we have an inspetorwhose task it is to examine the passing mess and deide, on the basis of the broken andunbroken yolks, the variously spread out albumen and the variously olored bits of shell,the nature of the ow of eggs whih previously arrived at the wringer. (Hokett, 1955,210) 40
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This might exaggerate our diÆulties slightly. One thing that the phonologial onstraintsand \smearing" or \spreading" (i.e. assimilation) e�ets like nasalization provide is a kindof redundany. This is suggested in the text on p522. With this redundany, we an doperfetly well even if we miss a bit here and there. The linguist Steve Pinker puts it this way:

Thanks to the redundany of language, yxx xn xndxrstxnd whxt x xm wrxtxng xvxnxf x rxplxx xll thx vxwxls wxth xn \x" (t gts lttl hrdr f y dn't vn kn whr th vwlsr). In the omprehension of speeh, the redundany onferred by phonologial rules anompensate for some of the ambiguity in the sound wave. For example, a listener anknow that \thisrip" must be this rip and not the srip beause the English onsonantluster sr is illegal.
5.7 A questionTo: E Stabler <stabler�ula.edu>Subjet: Ling 20 QuestionI have a question about the book. On page 583 it lists [+onsonantal℄as a feature value for /a/. I am assuming this is a typographialerror, but I wanted to ask you about it nonetheless.

Right, a typo!
5.8 SummaryPhonemes are sound segments de�ned by features. Words are given by the sequene ofphonemes in them, but these features may be altered by phonologial rules (suh as stopaspiration, vowel shortening, apping), whih apply in a ertain order to the sequene ofsound segments.Sequenes of phonemes are organized into syllables. Eah syllable has a nuleus, whihombines with an optional oda to form the rime, and an optional preeding onset. We drewthe parts of a syllable with a tree that has its root at the top. Every node in a tree is eithera mother or a leaf. Know how to syllabify English words and how to draw the syllables withtrees. And we will use trees a lot to show the parts of many other things later.(The funny situation of ambisyllabiity, where a single sound is part of two di�erentsyllables, is sometimes drawn with a struture that is not a tree beause the shared onsonanthas two mothers! We will not worry about this ompliation in this lass.)The parts of the syllable must onform to size limits and sonority patterns. We saw that thethings that an our in the parts of English syllables are restrited. We onsidered restritionson nasal+non-oronal lusters, and on obstruent lusters as examples. At a higher level ofabstration, more approximately, we also notie the sonority priniple SP. We want to aimfor a story that provides a more aurate aount of these generalizations.We didn't say muh about stress in this lass. We an observe quikly that stress patternsan depend on whether a word is a verb or a noun. { And we will have muh more to sayabout these \syntati ategories" later. The tendenies for English stress on page 40 shouldbe understandable (but you don't need to memorize them).41
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Though it's only briey mentioned in the text, it's useful to understand the replies toHokett, mentioned in the last setion of these notes, explaining why things are not as bad asthey might seem from the point of view of �guring out what phonemes you are hearing.Finally, we have at least the outlines of an explanation for why no word of English ouldhave the phoneti representation [kkkk℄. At least, we see that sine this has no vowels, ithas no syllable nulei, and hene no syllables. Furthermore, it violates the Not-too-similarpriniple.

Referenes[Bloom�eld 1933℄ Bloom�eld, Leonard (1933) Language. Chiago: University of Chiago Press.[Burzio 1994℄ Burzio, Luigi (1994) Priniples of English Stress. Cambridge: Cambridge UniversityPress.[Chomsky & Halle 1968℄ Chomsky, Noam and Morris Halle (1968) The Sound Pattern of English.NY: Harper and Row.[Gordon 2004℄ Gordon, Matthew (2004) A fatorial typology of quantity-insensitive stress. NaturalLanguage and Linguisti Theory 20: 491-552.[Hayes 1982℄ Hayes, Brue (1982) Extrametriality and English stress. Linguisti Inquiry 13: 357-394.[Hokett 1955℄ Hokett, Charles (1955) A Manual of Phonology. International Journal of AmerianLinguistis, Memoir 11.[Hyman 1977℄ Hyman, Larry (1977) On the nature of linguisti stress. In L. Hyman, ed., Studies inStress and Aent, University of Southern California, pp. 37-82.[Kenstowiz 1994℄ Kenstowiz, Mihael (1994) Phonology in Generative Grammar. Cambridge, Mas-sahusetts: Blakwell.[Ohala 1990℄ Ohala, John J. (1990) The phonetis and phonology of aspets of assimilation. In J.Kingston and M. Bekman, eds., Papers in Laboratory Phonology I: Between the grammar andphysis of speeh. Cambridge: Cambridge University Press.[Pinker 1994℄ Pinker, Steven (1994) The Language Instint. NY: Morrow.[Steriade 1999℄ Steriade, Dona (1999) Alternatives to the syllabi interpretation of onsonantalphonotatis. Proeedings of the 1998 Linguistis and Phonetis Conferene. Oxford: KarolinumPress.
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Leture 6 Morphology
We have seen how sequenes of sounds { phonemes { an form syllables.1 But most syllablesdo not mean anything { they are often just parts of words, so how does reognizing the soundpatterns help us make sense of how speeh sounds (or signing gestures) mean something?? Weneed something more!Contrast the language of deimal numbers: eah digit has a meaning on its own, and wealulate the meaning of any sequene of digits aordingly. Human language apparently doesnot work like that. We needed to look at the sounds and their features to make sense of ertainregularities that appear in speeh, but those sounds and features are typially not meaningfulby themselves.The meaningful units seem to be `words' { or something like that. So how do words relateto the patterns of speeh sounds. One simple idea is that words are built up from syllables.(We'll see: that's lose, but not quite right.) This kind of thing happens elsewhere in thephysial and biologial world: ells are built from moleules, and human beings are built fromells,. . . . So maybe there are similarly di�erent \levels of organization" in human reationslike language. (Why would that be?)
6.1 Words, morphemes, roots, and aÆxesThe text says (p26) that the following sentene has 13 words (12 di�erent words, sine 1=11):k@ fôEndz "pôamIst tu In"kwaIô "keôf@li @"baUt @ "skulm�stô

"
for k@ feô bi"ank@The friends promised to inquire arefully about a shoolmaster for the fair Biana1 2 3 4 5 6 7 8 9 10 11 12 13Some of these words are omplex in a di�erent sense from having multiple phonemes, andmultiple syllables.(1) a ompound is a word that has other words as parts,like shool-master or looking glass(2) a word an be omposed of a root (or \base") together with 0 or more aÆxeslike friend-s, promis-ed, are-ful-ly(an aÆx is a pre�x or suÆx { and some other possibilities are mentioned later)Why is -ed a suÆx of promised, but pr- is not a pre�x? The answer proposed in the text is:(3) A morpheme is the smallest meaningful unit in a language, and1And we notied that the permissible patterns of speeh sounds depend mainly on features of sounds { likewhether they are voied { so maybe really we should say that we produe noises with ertain features to formsyllables.
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(4) Roots and aÆxes are morphemes.So -ed is an aÆx beause it means Past, but pr is not a morpheme of any kind beause it isnot meaningful. So the morphemes of the �rst sentene are these:k@ fôEnd -z "pôamIs -t tu In"kwaIô keô -f@l -li @"baUt @ skul m�stô

"
for k@ feô bi"ank@The friend -s promis -ed to inquire are -ful -ly about a shool -master for the fair Biana1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18But we annot understand de�nitions (1) or (2) without saying what a word is.So, what is a word? The text says (p25) \Words are meaningful linguisti units that anbe ombined to form phrases and sentenes." But this de�nition would inlude all morphemes,and we are told (p26) that words are not the smallest units of meaning. So what is a word?It seems the text is not quite lear, and in fat, there is some ontroversy about this in the�eld. We see that when roots and aÆxes are ombined, as in are-ful-ly or re-eive, the resultis often something that an our freely, even when the parts annot. So perhaps the textmeans something like this:(5) A word is a morpheme, a omplex of roots and aÆxes, or a ompound, that an ourfreely.To understand this de�nition, we will modify the de�nition of ompound by providing rulesfor their formation, and we need to explain what it means \to our freely." This latter ideais rather hard to pin down, so let's rely on our intuitions for the moment. Very roughly, anexpression ours \freely" if it an appear in a wide variety of ontexts.Aording to this piture, the \atoms" of morphology are morphemes, the smallest mean-ingful units. Sine the study of meaning is alled semantis, this is a piture aording towhih morphemes are semanti atoms.2

2This view is ontroversial. We will mention some puzzles it raises later, on page 52.44
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6.2 Syntati atomsWhen morphemes and related notions are getting introdued in the text, we are also toldabout morphemes having partiular \parts of speeh:" nouns, verbs, adjetives, et. Thesenotions refer to the role the morpheme plays in assembling a phrase, and the study of phrasesis syntax, so these are syntati ategories.Let's abbreviate the \parts of speeh," these syntati ategories in this way:noun = N verb = V adjetive = A adverb = Adv determiner = D preposition = P[fôEnd℄ [se℄ [h�pi℄ ["kwIkli℄ [k@℄ [wIk℄friend say happy quikly the withAs indiated in the text (by the \frames" on pp31-32), eah part of speeh plays a ertain kindof role in building up a phrase, and an only our in ertain positions. We will get to syntaxsoon, and have muh more to say about parts of speeh then. But just using what you mayknow from using the ditionary, we an label many of the morphemes in our �rst sentene:D N ? V ? P V N ? ? P D N N P D A Nk@ fôEnd -z "pôamIs -t tu In"kwaIô ker -f@l -li @"baUt @ skul m�stô

"
foô k@ feô bi"ank@The friend -s promis -ed to inquire are -ful -ly about a shool -master for the fair BianaIt is not immediately obvious what parts of speeh, if any, the bound morphemes have { wewill return to this later. But we might notie right away that we typially assign these familiarparts of speeh to the omplex words in this sentene too. (We will return to see whether it isright to do so in just a moment { (it is!))N V A Adv NfôEnd -z "pôamIs -t keô-f@l keô-f@l -li skul m�stô

"friend-s promis-ed are-ful are-ful-ly shool-masterThis suggests that it is not just morphemes that are nouns, verbs, adjetives, and so on.So what are these \parts of speeh"? They are the smallest units of syntax. They are thesyntati atoms. These parts of speeh may be familiar, but bringing them into the �rstpages of the disussion of morphology not only introdues a whole bunh of terminology, butalso raises some general questions:Q1 Are morphemes syntati atoms?(= Are the smallest units of meaning also the smallest units of phrases?)Q2 How do morphemes relate to the sounds we have studied (phones, phonemes, syllables)?These are good questions, but let's postpone them! We should �rst see some morphologybefore asking how it relates to everything else. The questions for morphology are these:Q3 How do words get put together to make ompounds?Q4 How do roots and aÆxes get put together to form words?It turns out there are some lear and interesting things that an be said about these problems.We return to Q1 and Q2 after we see what morphology says about Q3 and Q4.
45



Stabler - Linguistis 20, Winter 2010
6.3 English morphologyWe onsider English �rst, and then look at some di�erent phenomena in other languages.
6.3.1 CompoundsCompounds are words formed from other omplete words. For example:bartend, apple pie, jet blak, part supplier,boron epoxy roket motor hamber instrution manual writer lub address list
6.3.2 Roots + aÆxesSome suÆxes an ombine quite freelyphon spelling e�et examples-ô

"
-er hanges V to N kill-er-@b@l -able hanges V to A manage-able-nEs -ness hanges A to N happi-nessOther aÆxes are muh more fussy. We have, for example,[N [N Reagan℄ -ism℄ [N [A modern℄ -ism℄ [N [N library℄ -ian℄ [N [A [N Darwin℄ -ian℄ -ism℄but not *[A [N [N Darwin℄ -ism℄ -ian℄ *[A [N [N Reagan℄ -ism℄ -ian℄And we have the possessive or plural [N Reagan -s℄, but not*[N [N Darwin -s℄ -ism℄ *[A [N Darwin -s℄ -ian℄ *[A [N Darwin -s℄ -ian℄ -ismThese restritions are not just memorized word-by-word either. If we invent a new verb glark,and say that Shwartzenegger is glarkable, then we immediately know that this means thatShwartzenegger an be glarked, and we know that we have said something about glarkability.We an desribe some of these regularities as follows:
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Some suÆxes an ombine only with rootsSome examples, many from Fabb (1988):

phon spelling e�et examples-@n -i@n -an -ian hanges N to N librari-an, Darwin-ianhanges N to A reptil-ian-@dZ -age hanges V to N steer-agehanges N to N orphan-age-@l -al hanges V to N betray-al-@nt -ant hanges V to N defend-anthanges V to A de�-ant-@ns -ane hanges V to N annoy-ane-et -ate hanges N to V origin-ate-d -ed hanges N to A money-ed-f@l -ful hanges N to A peae-fulhanges V to A forget-ful-hUd -hood hanges N to N neighbor-hood-IfaI -ify hanges N to V lass-ifyhanges A to V intens-ify-IS -ish hanges N to A boy-ish-Iz@m -ism hanges N to N Reagan-ism-Ist -ist hanges N to N art-ist-Iv -ive hanges V to A restrit-ive-aIz -ize hanges N to V symbol-ize-li -ly hanges A to A dead-ly-li -ly hanges N to A ghost-ly-mEnt -ment hanges V to N establish-ment-ori -ory hanges V to A advis-ory-2s -ous hanges N to A spa-eous-i -y hanges A to N honest-y-i -y hanges V to N assembl-y-i -y hanges N to N robber-y-i -y hanges N to A snow-y, i-y, wit-ty, slim-y
(You do not need to memorize the tables of aÆxes! It is enough to know how to read them, andyou an see roughly how many suÆxes we an list with rough indiations of the restritionson where they our. Some languages have many more aÆxes than English.)
Some suÆxes an ombine with a root, or a root+aÆx

phon spelling e�et examples-eôi -ary hanges N-ion to N revolut-ion-ary-eôi -ary hanges N-ion to A revolut-ion-ary, legend-ary-ô
"

-er hanges N-ion to N vaat-ion-er, prison-er-Ik -i hanges N-ist to A modern-ist-i, metall-i-(eS)2n -(at)ion hanges N-ize (et) to N symbol-iz-ation, impress-ion, realiz-ation-(@t)oôi -(at)ory hanges V-ify to A lass-i�-atory, advis-ory
47
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Some suÆxes ombine with a spei� range of suÆxed itemsphon spelling e�et examples-@l -al hanges N to A natur-alsometimes allows -ion, -ment, -or-j@n -ion hanges V to N rebell-ionsometimes allows -ize, -ify, -ate-Iti -ity hanges A to N profan-itysometimes allows -ive, -i, -al, -an, -ous, -able-Iz@m -ism hanges A to N modern-ismsometimes allows -ive, -i, -al, -an-Ist -ist hanges A to N formal-istsometimes allows -ive, -i, -al, -an-aIz -ize hanges A to V speial-izesometimes allows -ive, -i, -al, -an
6.3.3 English morphologial rulesLooking over the disussion so far, we an see some basi patterns. Let's review some of them.If we onsider ompounds �rst, we notie a striking pattern:[V [N bar℄ [V tend℄℄[N [N apple℄ [N pie℄℄[A [N jet℄ [A blak℄℄[Npl [Nsg part℄ [Npl suppliers℄[Nsg [Npl parts℄ [Nsg supplier℄[N [N [N roket℄ [N motor℄℄ [N hamber℄℄

VNbar Vtend
ANjet Ablak

NNNroket Nmotor
Nhamber

NNuniversity NNparking NlotWhen we are about the pronuniation of the morphemes, we ould put that into the treesinstead of the spellings:
VNbaô

VtEnd
ANdZEt Abl�k

NNN
ôakEt Nmotô

"

NtSembô
"

NNjunIvô
"
sIti NNpaôkI8 NlatNotie that the di�erent strutures of the last two examples, what modi�es what, is �guredout by onsidering what makes the most sense (more disussion of this in the text). Anotherbasi thing we see is that the roots ombine in pairs. The pairs we see here an be desribedwith rules like the following (this rule format is not presented in the text):V ! N V 48
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N ! N NA ! N AThere is another regularity here. All of these rules have the formX ! Y XThis regularity in English ompounds is desribed as follows:(6) In English, the rightmost element of a ompound is the head.(7) A ompound word has the ategory and features of its head.This is alled the English right head rule or the head-�nal priniple (p68 in the text).3There is an analogous way to write aÆxation rules. The important thing to notie is thatthe right head rule in ompounds predits some of the patterns we see in aÆxation:(8) an English suÆx often hanges ategory, but pre�xes rarely do(9) the onditions on aÆxation typially refer to the just the last suÆxThe onditions for attahing a suÆx never refer to the root, whih may seem surprising to anon-linguist, sine, intuitively, it is usually the root that provides most of the meaning of theword.How an we exploit this insight that aÆxes and ompounds both seem to have their prop-erties determined by their righthand members? Well, we an just suppose that aÆxationstrutures are right-headed too. Then, onsidering the most produtive aÆxes �rst, we anuse rules like the following to desribe their requirements and their e�ets:N ! -er / [V ℄ (manager)A ! -able / [V ℄ (manageable)N ! -ness / [A ℄ (happiness)Notie how these rules ahieve the desired ategory-hanging e�et, with the English righthead priniple. As we an see by drawing trees for some examples:

3In syntax, we will see that phrases have heads too. The head of a phrase is generally di�erent from thehead of a word, though. As we will see, there is no right head rule for syntati heads in English.49
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For aÆxation strutures, the TEXT presents trees like the following:NVmanage-er

AVmanage-able
NAhappy -nessBut if we use the rules given above, then INSTEAD, we an provide ategories for the aÆxes,onforming to the English right head rule:NVmanage N-er

AVmanage A-able
NAhappy N-nessPre�xes in English tend not to be ategory hanging, but rather just modi�ers, and so ifwe had to assign ategories to them, we ould observe that1. A modi�es N, as in happy guy2. Adv modi�es V, as in he ompletely �nished3. Adv modi�es A, as in ompletely happySo we ould assign trees like these to pre�x strutures:

AAdvun- Ahappy
VAdvun- Vtie

VAdvre- Vmake

NNAAdvun- Ahappy
N-ness

N-es NAanti- NNrae N-istTHESE trees bring some of the fats about aÆxes under the same generalization that we hadfor ompounds: the right sister determines ategory.Applying the right head rule to eah of the aÆxes in our �rst example sentene, we obtaina ategory for all of the suÆxes:D N N V V P V N A Adv P D N N P D A Nk@ fôEnd -z "pôamIs -t tu In"kwaIô keô -f@l -li @"baUt @ skul m�stô
"
foô k@ feô bi"ank@The friend -s promis -ed to inquire are -ful -ly about a shool -master for the fair Biana
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6.4 How morphology relates to other thingsOK. Now let's reet on the general questions Q1 & Q2 from page 45 about how morphologialelements ompare to the elements of phonology, syntax and semantis.
6.4.1 Morphology and phonologyWe asked in the �rst lines of these leture notes (on page 43), and again in Q2 (on page 45),whether morphemes are built out of syllables. We now have lots of evidene against that idea!(10) Morphemes an be smaller than syllables: the plural, possessive, or ontratedverb -s; and the aÆxes -y, -i, -ed often are less than a full syllableThe text even onsiders the idea that a morpheme an be ompletely unpronouned(pp75-78, and this idea will ome up again on pp.279,322-3).(11) Morphemes an be multi-syllabi: many nouns, verbs and proper names are mor-phologially simple, but have more than one syllable: apple, ridiule, Merodahbaladan(12) Some morphemes are not sound sequenes at all: the text presents several asesof morphemes that attah to a word to redupliate all or part of the sounds in thatword. For example, in Pima:gogs gogogs "uvi "u"uvi jiosh jijosh toobi totobi`dog' `dogs' woman women god gods rabbit rabbitsWe �nd another interesting onnetion between morphemes and phonology when we lookmore arefully at how the morphemes are pronouned. For example, notie that our �rstexample ontained the past tense morpheme that is usually spelled \-ed", pronouned [t℄:k@ fôEnd -z "pôamIs -t tu In"kwaIô keô -f@l -li. . .The friend -s promis -ed to inquire are -ful -ly. . .1 2 3 4 5 6 7 8 9 10. . .Looking at a wider range of examples, we see that there are other past tense forms:spelling phon spelling phon spelling phonpromis-ed pôamIs-t penn-ed pEn-d load-ed lod-@ddropp-ed dôap-t hugg-ed h2g-d nett-ed nER-@dkik-ed kIk-t snar-ed sner-d fat-ed feR-@dI have arranged these examples so that we an easily onsider the environments and see thatthey are omplementary just onsidering the preeding onsonants:-t environments -d environments -@d environmentss n dp g Rk ô RThe omplementary distribution suggests that these are not 3 di�erent morphemes, but 3variants of the same morpheme. And these environments suggest that we get [-t℄ after voielessonsonants, [-@d℄ after [d℄ and [R℄, and [d℄ otherwise. (We an hek some other ases to see ifthis is right, but when we do that, we should reognize the irregular forms, like \meet"/"met"[mit/mEt℄. Setting irregulars aside, our generalization seems to work. So we ould hypothesizethat the morpheme is [d℄, and that we get variants { \allomorphs" { aording to this rule,whi does not apply to every [d℄ but only the past tense suÆx [-d℄:51
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(regular past tense allomorphy { �rst try)-d ! -t/[-voie℄-d ! -@d/(d,R)
This is not quite right though. The �nal onsonant in \fate" and \net" is [t℄, and, aording toour earlier apping rule, this [t℄ will not turn into a ap unless it is followed by an unstressedvowel. This is similar to the \rule ordering" issues onsidered earlier. To handle this we ouldsay:(regular past tense allomorphy { seond try)-d ! -t/(-voie other than [t℄)-d ! -@d/(d,t)
This gets approximately the right e�et but it does not look very elegant, and so many moresophistiated aounts have been proposed. (You will ertainly see some of them if you takemore linguistis.)
6.4.2 Syntati atoms and semanti atomsWe asked earlier, in Q1 (on page 45), whether semanti atoms (the smallest units of meaning)are always also syntati atoms (the smallest units of phrases: verbs, nouns, adjetives, et).While these often go together, it is possible to �nd ases where syntati atoms are not semantiatoms, and vie versa. Interestingly, some of these are ases where the syntati atoms arenevertheless elements that our morphologial rules an (and presumably should) apply to.The traditional view about morphemes faes some problems. First: in many sentenes thesemanti atoms, the simplest meaningful units, are not morphologial atoms. This is shown bythe existene of multi-morphemi idioms. An idiom is a omplex expression whose meaningis not determined by the meanings of its parts in the usual way. Phrasal idioms are oftendisussed, but there are also idiomati ompounds and words { these expressions have speialmeanings that annot be alulated from the meanings of their parts:(13) idiomati phrases: He threw in the towel, He kiked the buket, His goose is ooked.(14) idiomati ompounds: ut-throat, pik-poket, sare-row, push-over, try-out, pain-s-taking, pig-head-ed, arpet-bagg-er, water-melon, sun-ower(15) idiomati root+aÆx: librar-ian, material-ist, wit(t)-y.It is natural to say that, in these idiomati uses, the parts of these phrases are not meaningful(though they an be meaningful in other ontexts).Seond: some morphologial atoms are not meaningful, as in the following examples:(16) ran-berry, rasp-berry, hukle-berry, un-outh, in-ept, dis-gust-ed, dis-gruntl-ed
6.5 SummaryThe traditional view presented in Chapter 2 says that morphemes are semanti atoms,and morphology is about how words are built from morpheme roots, morpheme aÆxes, andother words. 52
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You should know what these morphologial elements are: roots, aÆxes, suÆxes, pre-�xes, in�xes, ompounds, redupliative morphemes. You do not need to memorizethe English suÆxes! but know the right head rule, and you should understand our rulenotation for ompounds and aÆx strutures. You should be able to write the morpholog-ial rules whih would desribe some new data, and draw the trees for the wordstrutures { trees like the ones in these notes, where the aÆxes have ategories.For the general piture of what's happening, you should know that the basi units ofmorphology are quite di�erent from any units we onsidered in phonology. We pronounewords with sounds, but the units of sound don't math up with the units of the words in anysimple way! And you should know that many words are idioms, in a sense; just like manyphrases are. (And this presents puzzles for the traditional view that morphemes are semantiatoms.)In this leture, we have the advent of rules like: X ! Y X. That means that inside an X,another X an reur { in this sense, these rules are reursive. Notie that we did not havereursive rules in the earlier parts of the lass. There are no general rules for building phonemesthat ontain phonemes in them, or for building syllables that have syllables in them. Rather,there is a �xed list of phonemes. And the number of syllables is �nite too { bounded by thesize of the onset, nuleus, and oda. But with the reursive rules for aÆxes and ompounds,the number of words is in�nite. And this is just the beginning. From now on, we will havereursion everywhere!

Referenes[Baker1988℄ Baker, Mark (1988) Inorporation: A Theory of Grammatial Funtion Changing.Chiago: University of Chiago Press.[Di Siullo & Williams1987℄ Di Siullo, Anna-Maria and Edwin Williams (1987) On the De�nition ofWord. Cambridge, Massahusetts: MIT Press.[Fabb1988℄ Fabb, Nigel (1988) English suÆxation is onstrained only by seletion restritions. NaturalLanguage and Linguisti Theory 6: 527{539.[Selkirk1982℄ Selkirk, Elisabeth O. (1982) The Syntax of Words. Cambridge, Massahusetts: MITPress.
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Leture 7 review: the piture so far. . .
7.0 phonetis and phonologyPhoneme: The text says these are \the basi distintive speeh sounds of the language." Theyare the atoms of phonology. On one view, they are the underlying elements assoiated withbasi lexial items. A test that does quite well for determining whih variants are phonemi: 2sounds are di�erent phonemes if hanging one for the other an hange one word into another.We use `minimal pairs' for this.Allophony: Phonemes get pronouned in various ways. Some variation is determined inregular ways by phoneti ontext. Know the reipe for deteting this kind of onditionedallophony, and how to de�ne the variation with a rule. (Examples disussed: stop aspiration,vowel lengthening, apping,. . . )(stop aspiration)24 �ontinuant�voie 35 ! h +aspirated i/[ stressedsyllable h �liquid i
(apping)2664 �ontinuant+alveolar�nasal

3775 ! R/h +syllabi i 24 +syllabi-stress 35
We saw that when more than one rule applies, it sometimes matters whih one applies �rst!Phoneme distribution, `phonotatis': There are a number of restritions on where speehsounds an our. Some of these are sensitive to whether the sequenes our inside a singlesyllable. Know our simple proedure for syllabi�ation in English, and how to diagram theresulting syllable strutures with trees. (Example phonotati restritions disussed: obstruentlusters tend to be homorgani, esp inside any syllable,. . . )syllable �onsetp l rimenuleus� odan
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7.1 morphology
Morpheme de�nition: typially de�ned as `semanti atoms', and this haraterization usu-ally �ts (but there are some puzzling ases disussed below)The `bound morphemes' or `aÆxes' must attah to another element, while the `free mor-phemes' are more independent.Allomorphy: Like phonemes, morphemes an vary in ways that depend on their phonetiontext. Know the reipe for deteting allomorphy and de�ning the variation with a rule.
(regular past tense allomorphy { seond try)-d ! -t/(-voie other than [t℄)-d ! -@d/(d,t)

(How to handle the desription of irregular past tenses?)Morpheme distribution: aÆxes are \fussy" { they an only attah to ertain things. Thosethings are typially similar in their their syntati properties (same `ategory': noun, verb,. . . ),and when elements attah, the rightmost element typially determines the ategory of the result(this is the `right hand head rule').For the moment, we are identifying basi syntati ategories as olletions of elementsthat an appear in a given position in a sentene.As in phonology, in rule assembly too, we saw that when more than one rule applies, itsometimes matters whih one applies �rst! We an use a tree diagram to show how a word isassembled. (When we are paying attention to the speeh sounds, we an put the sounds intothe tree; but often the spelling is used just beause it's easier for us to read.)NNAAdvun- Ahappy
N-ness

N-es
There are various abbreviated notations for morpheme strutures too. For example, -nessattahes to adjetives to form nouns. Given the right hand head rule (RHHR), we ould saythat -ness is a noun { then the RHHR tells us that it forms nouns. And to express that itappears in ontexts where it an attah to an adjetive, we ould write:N ! -ness / [A ℄We saw that noun ompounding ours quite freely in English:N ! N NThis last rule is an example of a plae where morphology begins to be reursive.56
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7.2 Some problems that mix topisWe mentioned last time that, obviously, a morpheme an have many sounds and syllables in it.But also, morphemes an be smaller than syllables, and an extend aross syllable boundaries:promis-ed, leaf-y, �ght-er, Darwin-ian, modern-ist-i, advis-ory
7.2.1 Domains of phonologial rulesWhere do phonologial rules apply? Many of our examples might suggest that they applyinside morphemes. We looked at examples like these:1. [thekh℄ take vs. steak [stekh℄2. [mid℄ mead vs. meet [m�it℄3. [b2Rô

"
℄ butter vs. vs. butt [b2th℄4. [m~�n℄ man vs. mat [m�� th℄5. [et”T℄ eighth vs. ate [eth℄ (p544 alveolar dentalization)But at least some of these rules an extend aross morpheme and syllable boundaries.1. apping: �ght-er, writ-er, light-er2. nasalization: agree-ment, happi-nessAnd the rules an even extend aross word boundaries! This is highlighted by the examplesof alveolar dentalization on page 544, for example.1. apping: writer/'write her (a letter)', shouter/'shout her (name)', kidder/'kid herself(about it)'2. nasalization: 'they gave me nothing'

7.2.2 English stressWe didn't say very muh about stress, but it is an important topi. It seems to depend onsyllable struture, and stress di�erenes also hold among larger units of linguisti struture,extending aross syllable and word boundaries, even phrases. Stress levels were illustrated inlass and in the leture notes with aeents [@.�sIm.@."le.S@n℄. This example has 5 syllables, withprimary stress on the 4th, and seondary stress on the 2nd. Here I have used the IPA stressmarks (the little vertial lines), but sometimes linguists and ditionaries put stress aents overthe vowels, like this: ass��mil�ation. There is reent evidene that muh more subtle di�erenesin stress { more than just primary and seondary { are pronouned and pereived. The textdisusses the possibility of marking stress by piling up x's over the syllables to indiate theirrelative prominene. xx xx x x x x
@ sIm @ le S@nThe advantage of this notation is that, with enough x's, we an mark as many ontrasts asyou want. 57
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7.2.3 Semanti values of ompounds, and idiomsNotie that in noun ompounds, the semanti relation between the two nouns is often naturalin some sense, but it is quite various!dog house house a dog lives intree house house in a tree�re house house where �re truks are keptWe also notied that the motivation for one struture or another in noun ompounds annotbe determined by what the nouns want to attah to (obviously, sine these sequenes just havenouns in them), but an sometimes be determined semantially:NNNtree Nhouse

Nbuilder
. . . sine it is more natural to talk about builders of tree houses than to talk about housebuilders who live in trees or something like that.
7.2.4 RedupliationLakhota is an indigenous language spoken in the northern Amerian plains by several thousandpeople (text p61). It uses redupliation to mark the singular plural distintion in ertain verbs:singular plural meaningg�� g��g�� `to be rusty brown'sk�a skask�a `to be white'sh�a shash�a `to be red'z�� ziz�� `to be yellow'Bambara is an Afrian language spoken by about 3 million people in Mali and nearbyountries. It has an espeially simple kind of \redupliation" struture, whih we see inomplex words like this:
wulu `dog' wulo o wulo `whihever dog'malo `rie' malo o malo `whihever rie'*malo o wulu NEVER!malonyinina `someone who looks for rie' malonyinina o malonyinina `whoever looks for rie'Clearly the forms on the right are omplex: they seem to be formed from a morphemethat means whihever together with another noun. But notie that the way the whihevermorpheme is pronouned is di�erent in eah ase: it is a redupliative morpheme. It has thee�et of ausing the whole noun that it attahes to to be pronouned twie. This morphemeis learly not spei�ed by any partiular sequene of phonemes at all.Compare English `ontrastive fous redupliation": (examples from Ghomeshi et al 2004)58
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I'll make the tuna salad and you make the SALAD-saladMy ar isn't MINE-mine; it's my parents'I'm up, I'm just not UP-up.Are you LEAVING-leaving?Intensive redupliation: Pries keep going up up up!It's mine mine mine!Let's go out there and win win win!

7.3 SummaryYou are responsible for the assigned readings, but the main fous is (no surprise!) on materialthat is summarized in the leture notes, and used in the homeworks. The exam will beproblems like the ones you had in the homeworks. Good luk! If there are questions aboutEnglish phonemes, I will inlude a table like the one on the next page, so you don't haveto memorize (though with a little pratie it gets fairly easy to tell the plae and manner ofartiulation without even thinking about the table { just by pronouning the sound!). Notiethat the ap [R℄, the glottal stop P℄, and the aspirated onsonants [ph th kh℄ are not in thetable, beause they are not phonemes in English { but you should know what they are andtheir features, sine we have talked so muh about them.
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manner voie plae1. /p/ spit plosive stop � labial2. /t/ stuk plosive stop � alveolar3. /Ù/ hip plosive stop a�riate � alveopalatal4. /k/ skip plosive stop � velar5. /b/ bit plosive stop + labial6. /d/ dip plosive stop + alveolar7. /Ã/ jet plosive stop a�riate + alveopalatal8. /g/ get plosive stop + velar9. /f/ fit friative � labiodental10. /T/ thik friative � interdental11. /s/ sip friative � alveolar12. /S/ ship friative � alveopalatal13. /h/ hat friative � glottal14. /v/ vat friative + labiodental15. /k/ though friative + interdental16. /z/ zap friative + alveolar17. /Z/ azure friative + alveopalatal18. /m/ moat nasal stop + labial19. /n/ note nasal stop + alveolar20. /8/ sing nasal stop + velar21. /w/ weird entral approximant + labiovelar22. /j/ yet entral approximant + palatal23. /l/ leaf lateral approximant + alveolar24. /ô/ reef entral approximant + retroex25. /ô
"
/ or /Ä/ or /@ô/ bird entral approximant + retroextongue bodyheight tongue bodybakness liprounding tongue roottense (+ATR)or lax (�ATR)1. /i/ beat high front unrounded +2. /I/ fit high front unrounded �3. /u/ boot high bak rounded +4. /U/ book high bak rounded �5. /E/ let mid front unrounded �6. /o/ road mid bak rounded +7. /2/ shut low bak unrounded �8. /e/ ate mid front unrounded +9. /�/ bat low front unrounded �10. /a/ pot low bak unrounded +11. /@/ roses mid bak unrounded �12. /aI/ lies dipthong13. /aU/ rowd dipthong14. /oI/ boy dipthongliquids = /l,ô,ô

"
/glides = /j,w/oronals = dental, alveolar and alveopalatal stops, friatives, a�riates, liquids, and alveolar nasalssonorants = vowels,glides,liquids,nasalsobstruents = non-sonorants



Leture 9 Syntax: Constituents and ategories
9.1 Produtivity begins in morphology
9.1.1 First: morphemes, words and parts of speeh are di�erent!Chapter 3 briey makes a ouple of laims about morphemes whih are not quite right whenthe term \morpheme" is used as we are using it { as a semanti atom.� on page 89, the text says \In this hapter, we will see how words are ombined with eahother to form grammatial sentenes in a. . . rule-governed way." Given our de�nition ofword from Chapter 2 (and p.44 of leture notes 4a), though, we might onlude that in thesentene \He's bad!" [�hiz"b�d℄, the ontrated form is a word. But now we will treat it as2 parts of speeh, the pronoun he and a form of the verb be.� on page 98, the text says \Although the number of grammatial English sentenes is in�nite,the number of English morphemes (and words) is not. . . " We saw that with reursive rulesin morphology, the number of English words is in�nite. In partiular, aording to theview presented in Chapter 2 and in lass, the number of English nouns in�nite. It is perhapspossible though to regard those rules as outside of morphology, restriting morphology toroot+aÆx strutures. But even with root+aÆx strutures, the text aknowledges thatthese an be quite produtive in English and many other languages. So although Englishhas �nitely many morphemes, from whih the words are built, it has in�nitely many words.� on page 99, the text says \. . . within the mental lexion of any single speaker, there is apronuniation assoiated with eah morpheme." But we saw in Chapter 2 and in lassthat some morphemes are not assoiated with pronouned material. There an be nullaÆxes, but the more interesting ase are the redupliative morphemes: rather than beingassoiated with any partiular pronouned material, these morphemes opy all or parts ofthe morphemes they are attahed to.
9.1.2 produtive aÆxationWe notied last week that following are among the most \produtive" aÆxes { meaning thatthese elements ombine with the wides range of elements:phon spelling e�et examples-ô

"
-er hanges V to N kill-er-@b@l -able hanges V to A manage-able-nEs -ness hanges A to N happi-nessBut when we look at what -er attahes to, we �nd some restritive patterns. It attahes tomany single syllable adjetives (ES judgements):61
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bigg-er kind-er ripe-r *intelligent-er *adequate-r *haphazard-ertall-er nie-r strong-er *ative-r *plaid-er *us-able-rredd-er blu-er green-er *violet-er *rimson-erpink-er whit-er blak-er *ivory-er *turquoise-r *azure-rbrowner blonder gray-er *indigo-erAÆx -er also attahes to some 2-syllable adjetives, mainly with light �nal syllable:happy-er tidy-er friend-ly-er mellower heavierpurpl-er orange-r little-rPuzzling ases: quiet-er *just-er *apt-er ?dead-erun-happy-er un-tidy-er un-health-y-er un-luk-y-erunruly-erMaybe a ombination of features determines -er aeptability (Light, et al):number of syllables old-er happi-er ?water-y-er *temporary-erweight of �nal syllable happi-er *hapless-er�nal stress un-happi-er *slippery-erlatinate fast-er *just-erdegree vs binary stronger ?dead-erThe aÆxation rules are reursive, but with these largely unspei�ed restritions on pro-dutivity, there are limits to how many suÆxes we get:symbol-ize to put into symbolsidol-ize to make into an idol? kill-er-ize to make into a killer? kill-er-ize-r someone who makes people into killers? kill-er-ize-r-ize-r someone who makes people make people into killers

9.1.3 produtive ompoundingNow let's ompare noun ompounding in English. Earlier, we onsidered examples like these:blakbird apple pie student protest biology laboratory safety preautionsWe saw that these these nouns an be grouped into pairs in a way that makes semanti sense.1We ould write a rule that says that a noun an be made from two nouns:N ! N N.It seems that the number of syllables in eah noun and suh phonologial properties of thenouns do not matter. These are produtive enough that the reursion is apparent: there is no�xed limit on the length of noun ompounds in English.1Exerise XX in the text points out that the default stress for these ompounds is inuened by the grouping,the braketing. 62



Stabler - Linguistis 20, Winter 2010
This is interesting for many reasons. First, this is the kind of rule that makes humanlanguages in�nite. Seond, these ompounds have suh a simple struture, and they arepresent in some form or other in most languages, that it has been proposed that they are thefossils of the earliest strutures of human language (Jakendo� 2009, Bikerton 1990), possiblya reli of the earliest `protolanguages'. Third, produtive noun ompounds with more than2 words are highly ambiguous { you have to know what is meant to understand them.2 Aswe will see, most English sentenes have some similar strutural ambiguities. Let's brieuonsider ompounds a little more losely, to orret some possible misoneptions from ourearlier disussions and to set the stage for other parts of syntax.We observed that many familiar noun ompounds are idiomati, but we did not really saywhat the non-idiomati noun ompounds mean. One linguist has laimed that there are 9basi relations:

NN a. onion tears ause (Levi 1978)b. vegetable soup have. musi box maked. steam iron usee. pine tree bef. night ight ing. pet spray forh. peanut butter fromi. abortion problem about
And when we onsider nouns related to verbs, it seems various grammatial roles are possible

N[NV℄ a. parent refusal subj (Levi 1978)b. ardia massage obj. heart massage objd. sound synthesizer obje. hild behavior subjf. ar lover objg. soer ompetition (atjin? modi�er)h. government promotion subjjobji. satellite observation subjjobj
If you don't know the meanings of the ompound (or the words in it), you will not be able totell how it should be interpreted.3 These English examples look similar to

2The number of di�erent binary branhing trees for n leaves is (2(n�1))!(n)!(n�1)! (Catalan, 1838). For n =2; 4; 8; 16; : : : leaves, the number of possible trees is 1; 5; 429; 9694845; : : :. So for a noun ompound with 8words, like boron epoxy roket motor hamber sales market potential, there are atalan(8) = 429 di�erentbinary trees.3Jakendo� mentions a New York Times story (3 June 2007) about hild amel jokey slavery whih manypeople do not know how to interpret, at �rst. It is a story about hildren serving as amel jokeys, and so itis braketed [[hild [amel jokey℄℄ slavery℄. There is a wikipedia page about hild amel jokeys.63
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Quehua rumi ~nan warmi wagrastone road female owGerman Geshirr-sp�uler dish-washerEisen-bahn iron trakSpanish auto-esuela ar shool (Booij)ine-lub inema lubtele-novela television novelvideo-arte video artIt is sometimes laimed that Mandarin Chinese is left and right headedChinese [[du℄N [f�an℄N ℄ drug-riminal (Ceagno&Basiano 2009; Pakard 2000)[[h�an℄N [shou℄V ℄V letter-sell `order by mail'[[j��n℄V [du℄N ℄V prohibit-poison `ban the sale and abuse of drugs'The following VN examples seem to have a di�erent kind of struture, and these havemainly idiomati meanings:Frenh essui-glae wipe-window windshield wiperouhe-tard lie-late one who stays up lateItalian lava-piatti washes dishes dishwasherporta-sapone liquido soap ontainer liquid liquid soap ontainerSpanish abre-latas opens ans an openersaa-orhos removing orks orksrewEnglish [jump-rope℄V [jump-rope℄N[pik-poket℄V [pik-poket℄N[break-fast℄V [break-fast℄N[ut-throat℄N [dread-nought℄N[satter-brain℄N [twinkle-toes℄N

9.2 Parts of speeh, syntati atoms
Syntax is the theory of phrases. A sentene is a ertain kind of phrase, and when we look atthese phrases, we see that many of them have parts. The idea that an expression an be aomplex of parts is already familiar syllable strutures in phonology and word strutures inmorphology. A tree struture is a diagram of what the parts are and how they are assembled.(Compare a diagram of a ar, whih might show that the engine and the body are di�erentparts, eah of whih is in turn assembled from more basi parts.) Linguists often all the partsof a sentene its \onstituents," but you an just as well all them parts or piees or units.The justi�ation for the partiular units of struture that we use in syntax omes fromtheir use in our aount of how strutures are built. We used the same logi in phonology.The motivation for a phonologial feature like voie and sonorant, for example, ame fromits utility in desribing speeh sounds { we found that vowels were lengthened before +voie,�sonorant sounds. Similarly in morphology. Some suÆxes an only attah to roots, so weonlude that roots are important units of word struture. Now we introdue some basi unitsof phrase struture. The disussion of syntax begins in Chapter 3 of the text.44Although the whole hapter is good reading, we will fous initially on the introdutory pages 89-101 andthen, next week, on the methods for �guring out what the struture is on pages 138-185.64
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In syntax, building phrases, the ation begins at the parts of speeh { roughly the wordlevel | though at some points we will dig in to look at aÆxes. As we will see, many of theategories of expressions at this level and above will have in�nitely many elements in them.We have already introdued word-level ategories: N (noun), V (verb), A (adjetive), P(preposition), Adv (adverb), D (determiner). A ategory is just a lass of expressions thatshare some important properties. We have already seen some of the distintive morphologialproperties of these ategories of expressions. For example, they di�er with regard to whihaÆxes they allow. Many adjetives an be suÆxed with -ly to form an adverb; but no de-terminers an. We have also seen that these di�erent sorts of expressions di�er with regardto the possibilities for ompounding. English allows noun ompounding quite freely, but doesnot freely allow determiner ompounding. So when we label an expression N, we are saying,among other things, that this is an expression of the kind that an be used to build ompoundsin a ertain way.These same ategories of expressions, (N, V, A, P, Adv, D) have distint roles in syntax.We will begin with the hypothesis that these are the \syntati atoms", the basi units thatwill be referred to in our aount of how phrases are built in human languages. We get a�rst, basi appreiation of the importane of these ategories by notiing that these ategoriespredit ertain \distributional" properties, properties having to do with where a word anour in a sentene.In our disussion of morphology, parts of speeh were introdued by where they our, bytheir distribution in the language. For example, where one verb an our, other similar verbsan usually our:(1) They an run/hide/y/go/breakWhere one determiner an our, others an too:(2) The/a/some/one/every/eah book was read by every student. The/some/two/all/mostbooks were read by every student.Contexts where adverbs our:(3) He serves us politely/badly/happily(4) He quikly/slowly served the dinnerAnd adjetives:(5) the exiting/big/hot/huge/depressing/gleeful/rugged/red bookSome word lasses are less familiar than the ones we have already mentioned (N, V, A, P, Adv,D), and so we will introdue some additional ategories. For example, at the beginning of thefollowing sentene, the words that an our are alled modals:(6) Can/ould/shall/should/must/would I be frank?There are some ontexts where the only word that an our is some form of the verb to be:(7) Is/was he going out 65
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This suggests that although be may be a kind of verb, it's really in a ategory by itself!Notie that the words that/this an appear in the position of determiners (at least to agood �rst approximation):(8) this/that/the/every book is on sale(9) I bought this/that/the/every bookSo here, the words that/this are presumably determiners. We might all them \demonstrative"determiners. There is another use for that whih is quite di�erent though:(10) I know that it is on on saleHere, what follows that is a sentene, not a noun. In this use, it is a omplementizer (C).There are other omplementizers:(11) I wonder whether it is on on sale(12) I wonder if it is on on saleWe will say more about omplementizers later.The distributional properties we have been looking at orrespond with ertain basi se-manti properties. These may be more familiar, but they are atually less useful.(13) a. verbs V typially denote ations (run, eat, buy, break)b. nouns N typially denote entities (dog, at, number, word). adjetives A typially denote states (hot, sik, old)d. adverbs Adv typially denote manners (slowly, ynially, painfully)e. prepositions P typially denote loations or relationships (near, far, with, about)f. determiners D serve to speify or quantify a noun (the, this, whih, �ve)g. omplementizers C introdue \lauses" or \sentenes"These rough semanti riteria are very unreliable! Running spei�es an ativity, but is aperfetly good noun. Love spei�es a relationship, but is also perfetly good noun. fast mayseem to speify a manner, but it is an adjetive. What we are interested in is the role thesewords play in building phrases, so we get muh more reliable evidene from \distributional"arguments of various kinds than from intuitions about what these expressions mean or denote.
9.3 Categories and \�nest" ategoriesIt is easy to see that dog and dogs annot our in all the same positions: they are not exatlythe same ategory. If we arve up the ategories in the �nest way possible, singlular nounsand plural nouns (as we are now alling them) will have to be in di�erent ategories. In thesame \�nest ategory" with dog we ertainly have at, horse, rabbit,. . . , but not plural nouns.Similarly, for the (traditionally masuline) name Bill; it is ertainly in the same �nest ategoryas John, Fred, Sam,. . . . But there are other words that seem to be in a speial ategory bythemselves, like is, or has { make sure you an present evidene that, for example, is and wasare not in exatly the same ategory, nor are is and has, nor is and reads, or anything else.We will give a lot of attention later to these words that are in speial �nest ategories bythemselves. 66
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9.4 Substitutions and PhrasesConsider the distribution of the pronoun \she." We an see that this does not have the distri-bution of any of the ategories already mentioned (N(sg,pl),V(aux,main),A,P,Adv,D(sg,pl)).We �nd it in ontexts like this:(14) she reads(15) she is a dotor(16) the report says she disovered the answerWe notie that in these ases, the pronoun appears to be the subjet of a sentene. Whatother things an be substituted into those ontexts? That is, what other things an be asubjet in these ontexts?a. other (sg, 3rd person) pronouns: he, itb. demonstrative determiners: this, that. ertain phrases (ontaining determiners): a sientist, the manager, every managerof the department, a friend of mine, the former White House hief-of-sta�Cheking other pronouns, we �nd that they often our where ertain determiners andphrases with determiners an our. To a �rst approximation, we an divide the ontexts upthis waynominative ase pronouns, in subjet position: I/you/he/she/it/we/they studied thereportausative ase pronouns, in objet position: the projet studied me/you/him/her/it/us/themgenitive (possessive ase) pronouns, in determiner position: Al read my/your/his/her/its/our/theirbookNotie that nouns an have adjetive modi�ers and determiners assoiated with them;verbs an have adverb and prepositional modi�ers assoiated with them, adjetives an havedegree phrases and adverb modi�ers assoiated with them, adverbs an have degree phrasesand adverb modi�ers assoiated with them:(17) [the happy students℄ are reading linguistis(18) the balloon [quikly rose up℄(19) He is [so ompletely happy℄(20) He is [so totally ompletely℄ �nishedBut pronouns, demonstrative determiners, and the phrases with determiners annot have anyother modi�ers or determiners added to them:(21) * [the happy he℄ reads linguistis(22) * [one expensive this/that℄ is being sold(23) * [the happy a sientist℄ reads linguistis67
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In a sense, pronouns are omplete: no more modi�ers (*tall he left) or determiners (*the heleft) are allowed.. For these reasons, we give pronouns the ategory: determiner phrase (DP).We give them the phrasal ategory beause they are omplete in the same way that the phrasethe happy student is omplete.So we have identi�ed our �rst phrases: these are the things that have the same distributionas prounouns do. And we an use a pronoun substitution test to identify these things.(The reasons for alling these things `phrases' will beome lear later.) So we have two kindsof tests for identifying the parts, the \onstituents" of a phrase so far:First onstitueny tests:(24) Substitution tests for N(sg,pl),V(aux,main,forms),A,P,Adv,D(sg,pl): `frame-based' reasoning { �nding items that our in similar ontexts(25) Pronoun substitution test for determiner phrases (DPs): The unit we will alla determiner phrase (DP) an often be replaed by a pronouna. The store with the top hats has losedb. It has losedThis perspetive has introdued a ouple of basi ideas. First, obviously, words go togetherto form larger units of struture. That is, in our aount of how phrases are assembled, it isnatural to refer to units that have more than one word in them. We did this earlier when wetalked about \sentenes", \subjets," \objets" and so on, but now we will try to be moresystemati about it. The justi�ation for assuming that some sequene of words forms a unitomes from the fat that we refer to this unit in the syntax. We use \onstitueny tests" toprovide some preliminary evidene. They are preliminary heks on the units that our syntaxis likely to refer to. These are our starting point, and so they are very important!
9.5 ManipulationsWe not look at some more signi�ant strutural manipulations. Instead of just trying to putone piee of an expression in for another, we try \twisting" the sentene into various relatedforms, seeing what piees tend to hang together in these twists, like in a puzzle where part otthe problem is to �gure out what the piees really are.One thing we an do to a sentene to get a very losely related form is to move a piee ofit to the front. For example, onsider the student from Venie in the following sentenes,where it an appear in di�erent positions, but not left out:(26) a. I like the studentb. the student , I like. * I likeIf we try moving arbitrary other parts of the sentene to the front, we get really strange results:(27) a. * student, I like theb. * like the student, IThe element that moves easily, the student, is a determiner phrase. Other kinds of things seemto be able to move in the same way, but they are all phrases:68
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Two more onstitueny tests:(28) Preposing (topialization) test for phrases: Only phrases an be preposed.5a. i. I saw the piture of the statueii. the piture of the statue, I sawiii. * of the statue, I saw the pitureiv. * piture of the statue, I saw theb. i. I ate with a spoonii. with a spoon, I ateiii. * a spoon, I ate with. i. he may be ompletely reklessii. ompletely rekless, he may beiii. * rekless, he may be ompletelyiv. * ompletely, he may be reklessd. i. the withes stirred the auldron very slowlyii. very slowly, the withes stirred the auldroniii. * slowly, the withes stirred the auldron veryiv. * very, the withes stirred the auldron slowly(29) Postposing test for phrases: Only phrases an be postposed (muh less exible).a. The student [that I told you about yesterday℄ arrived.b. the student arrived that I told you about yesterday
Referenes[Bikerton 1990℄ Bikerton, Derek (1990) Language and Speies. Chiago, University of Chiago Press.[Booij 2009℄ Booij, Geert (2009) Compound onstrution: Shemas or analogy? In S. Salise and I.Vogel, eds., Compounding, Philadelphia: Benjamins.[Ceagno&Basiano 2009℄ Ceagno, Antonella, and Basiano, Biana (2009) Sino-Tibetan: Man-darin Chinese. In R. Lieber and P. Stekauer, eds., The Oxford Handbook of Compounding, 478-490.Oxford: Oxford University Press.[Downing 1977℄ Downing, Pamela (1977) On the reation and use of English ompound nouns. Lan-guage 53(4): 810-842.[Jakendo� 2009℄ Jakendo�, Ray S. (2009) Compounding in the parallel arhiteture and oneptualsemantis. In R. Lieber and P. �Stekauer, eds., The Oxford Handbook of Compounding, Oxford:Oxford University Press.[Lapata 2002℄ Lapata, Maria (2002) The disambiguation of nominalizations. Computational Linguis-tis 28(3): 357{388.[Levi 1978℄ Levi, Judith (1978) The Syntax and Semantis of Complex Nominals. NY: AademiPress.[Pakard 2000℄ Pakard, Jerome (2000) The Morphology of Chinese: A Linguisti and CognitiveApproah. Cambridge: Cambridge University Press.5The text, on page 152, says that nouns, adjetives, and adverbs an be topialized. But the examplesbelow show that it is noun phrases, adjetive phrases, and adverb phrases an be topialized. In fat, this iswhat the text on page 153 is driving at. You annot prepose a noun out if the phrase that it is the head of. Thetext also says that verbs an be preposed. Verbs and verb phrases are a speial ase, with speial properties,so I leave it out until we ome bak to look at verb phrases in detail later.69
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Leture 10 Syntax: the anatomy of a phrase
10.1 More onsitueny testsSo far we have seen the most important(1) Substitution tests for N(sg,pl),V(aux,main,forms),A,P,Adv,D(sg,pl),noting that some of these ategories are not \�nest ategories," but something a littlebroader than those.(2) Pronoun substitution test for determiner phrases (DPs)We an also identify elements by \manipulations:"(3) Topialization (preposing) test for phrases: Only phrases an be preposed.(4) Postposing test for phrases: Only phrases an be postposed.a. The student [that I told you about yesterday℄ arrived.b. the student arrived that I told you about yesterdayAnother thing that an be notied about phrases, is that they often onstitute aeptableanswers to questions, even when the answers are not omplete sentenes:Constitueny test 5(5) Sentene fragment test for phrases: Only phrases an be answers to questionsa. Who ame? Mariab. Who ame? the president of the student union. Who ame? * thed. Who ame? * the president ofe. What did she do? ran the student ounil for 2 years.f. When did she do it? last yearg. How did she do it? with lots of hard workh. How did she do it? quiklyi. How did she do it? * withConstitueny test 6(6) Coordination test for onstituents of the same type: For the most part, on-stituents are oordinated (using and, or, but,. . . ) with other onstituents of the sameategory. 71
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a. [NP The old man℄ and [NP Maria℄ went over the books.b. They [V wrote℄ and [V rewrote℄ the address.. * They [V wrote℄ and [NP Maria℄ the address.d. They looked [P up℄ and [P down℄e. They [VP wrote it℄ and [VP sent it out℄

10.2 Determiner phrases: �rst thoughtsOur onstitueny tests show us, no surprise, that in the following sentenes, the sequenes inthe brakets form units:(7) [ats℄ sleep(8) I saw [ats℄(9) [Orange ats℄ sleep(10) [Orange orange ats℄ sleep(11) [Orange orange orange ats℄ sleep(12) . . .(13) I saw [orange ats℄(14) [Terrifying orange ats℄ sleep(15) I saw [terrifying orange ats℄(16) [big terrifying orange ats℄ sleep(17) I saw [big terrifying orange ats℄(18) . . .In these examples we see that the plural noun ats an be modi�ed by any number of adjetives(A). What kind of unit is [orange ats℄? Is it a noun? To say it is a noun would suggest that[orange at℄ is a singular noun that an enter into noun ompounds the way at does, but thisis not right:(19) tiger at(20) tiger at salesperson(21) * tiger orange at(22) * tiger orange at salespersonThis sugests that [orange at℄ is not a noun. It looks like a noun together with a modi�er, solet's all it a noun phrase (NP). What are the properties of expressions like this one? One is:they do not enter into ompounding the way nouns do. Another property we see in (7)-(18) isthat expressions like orange at an be modi�ed by more adjetives. So NP is also a ategorythat an be modi�ed by adjetives. One way of putting this (a way that will get furtheron�rmation from other sorts of onsiderations later) is to say that when we add a modifyingadjetive to a NP, we get another NP, another ategory that an be modi�ed in the same way.The units [orange ats℄, [big orange ats℄, and so on are not nouns, but they are noun phrases,NPs.Another property of plural expressions like [orange ats℄ that we see in the examples aboveis that they an be the subjets of sentenes, and when they appear as subjet of a sentene,they an be replaed by pronouns: 72
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(23) [orange ats℄ sleep(24) [they℄ sleeps.
This means that, in these ontexts, these phrases are determiner phrases, DPs. Are NPs andDPs the same thing? No! Notie that DPs like [the orange ats℄ or [they℄ annot be modi�edthe way [ats℄ or [orange ats℄ an be:
(25) * big the orange ats sleep(26) * big they sleep
So what we want to say here is that a NP an form a DP either by itself or with modi�ers.We an draw out these possibilities with trees:

SDPDthe NPAPAorange
NPNats

VPVsleep
SDPNPAPAorange

NPNats

VPVsleep
SDPNPNats
VPVsleep

Notie that, in all of these trees,
(27) the is a D(28) orange is an A(29) ats is a N
But only in the third tree is ats a DP.So we all the kind of things that we see as subjets in these sentenes determiner phrases(DPs). Then we see that [ats℄ is a N; it is also a NP, and it is also a DP. The expression[orange ats℄ is a NP but not a N. And the expressions [the orange ats℄, with the determinerthe in it, is a DP but not a NP and not a N.Putting all of this together, we an think of the N ats as having the potential of olletingertain assoiated units to make a phrase: it an ombine with 0 or more modi�ers to make aNP. Then the NP an ombine with 0 or 1 determiner to make a DP. We will see that othersorts of phrases have ollet similar kinds of units.As the text observes on page 165, to allow for any number of modi�ers, we need a reursiverule. The text proposes a rule that ombines an adjetive with a NP to make a NP, but sinethe adjetives an themselves be modi�ed, we will propose this rule:NP ! AP NPThis says that a NP an be formed from an adjetive phrase and a NP. With this idea, we getstrutures like this: 73
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SDPDthe NPAPAbig
NPAPAorange

NPNats

VPVsleep

SDPDthe NPAPAbig
NPAPAfrightening

NPAPAorange
NPNats

VPVsleep

Coordination tests on�rm the idea that the adjetives and noun form a onstituent to theexlusion of the determiner:(30) [the [red book℄ and [green book℄℄ ost 15 dollars.And we show this in our trees:
SDPDthe NPAPAexiting

NPNbook

VPVsurprised DPme

SDPDthe NPNPAPAred
NPNbook

Coordand NPAPAgreen
NPNbook

VPVost DPD15 NPdollars

10.3 Arguments and modi�ersSentenes are formed when words { heads { ombine in appropriate ways with other units.In e�et, eah head an have other onstituents as \satellites". We will distinguish two basikinds of satellites: arguments and modi�ers. We will onsider arguments more arefully nexttime.
10.4 SummaryWe introdued important tests for onstitueny { (we will get muh more pratie, but youneed to know them!) We showed how phrase struture ould be indiated in trees or withbrakets. The relations in the trees an be represented with rules.
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Summary: syntati onstitueny tests(1) Substitution tests for N(sg,pl),V(aux,main,forms),A,P,Adv,D(sg,pl): we startedwith these(2) Pronoun substitution test for determiner phrases (DPs):a. The store with the ool stu� has losedb. It has losed(3) Topialization (preposing) test for phrases: Only phrases an be preposed.1a. i. I saw the piture of the statueii. the piture of the statue, I sawiii. * of the statue, I saw the pitureiv. * piture of the statue, I saw theb. i. I ate with a spoonii. with a spoon, I ateiii. * a spoon, I ate with. i. he may be ompletely reklessii. ompletely rekless, he may beiii. * rekless, he may be ompletelyd. i. the withes stirred the auldron very slowlyii. very slowly, the withes stirred the auldroniii. * slowly, the withes stirred the auldron veryiv. * very, the withes stirred the auldron slowlye. i. Robin said she would sing a song. . . andii. sing a song, she didiii. * sing, she did a song(4) Postposing test for phrases: Only phrases an be postposed.a. The student that I told you about yesterday arrivedb. the student arrived that I told you about yesterday(5) Coordination test for onstituents of the same type: For the most part, on-stituents are oordinated (using and, or, but,. . . ) with other onstituents of the sameategory.a. [NP The old man℄ and [NP Maria℄ went over the books.b. They [V wrote℄ and [V rewrote℄ the address.. * They [V wrote℄ and [NP Maria℄ the address.d. They looked [P up℄ and [P down℄e. They [VP wrote it℄ and [VP sent it out℄
1The text, on page 152, says that nouns, adjetives, and adverbs an be topialized. But the examplesbelow show that it is noun phrases, adjetive phrases, and adverb phrases an be topialized. This is what thetext on page 153 is driving at. For example, we see that you typially annot prepose a noun out of the phrasethat it is the head of!
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Leture 11 Strutures from heads+rules
[NB: as mentioned in lass, we are still overing material from last week's reading. The seondsyntax hapter in the book (Chapter 4) overs several things that we will not go into in detail,so the new required reading for this week is quite short. The most important things will be inthe leture notes.℄Looking over the syntati strutures we drew last time and reviewing espeially that lasttwo pages of the previous leture notes, we an see some basi things going on:� D, N, V, A, Adv, P, C are heads (=syntati atoms, `basi parts of speeh') whihombine with 0 or more phrases (e.g. diret or indiret objets) to form DP, NP, VP,AP, AdvP, PP, CP.The heads are given to us by morphology, and there are in�nitely many of them. Notie thatwhenever we have a noun N, we will have an NP. And in the lass, we will assume that thesame goes for V, A, P, and Adv. (This is a slight departure from the text, where it is assumedthat, for example, you an have an A without an AP.)� Modi�ers are optional, and they an ombine (reursively) with NP, VP, AP, AdvP,PP� When we think about where modi�ers appear, we notie that a modi�er of a head Xusually annot appear between X and its omplements:the student �nished the homeworkslowly * * *big * * * *� So in ats sleep. In that sentene, we say that the noun ats is a DP, beause it playsthe same role in the syntax as a phrase like the ats with a determiner does.As disussed in lass, we an understand these options now, simply with the idea that APsattah to the left of NPs, and AdvP attahes on either side of VP (unless they are preposed{ in that speial ase they must attah to something else).
11.0.1 Arguments of VP introduedThe diret objet of a verb is alled its argument or omplement, suh as Elizabeth in(1) Mary [VP praised Elizabeth℄Mary is the subjet, external to the VP. The subjet is usually also regarded as an argument.Semantially, the subjet and the diret objet refer to things that are essentially involvedin the ation named by the verb. This is typial of arguments, and distinguishes them frommodi�ers. It is not natural to think of Elizabeth as modifying praised in (1).77
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SDPMary VPVpraised DPElizabeth

Notie that the DP Elizabeth is a sister of the head V. In this on�guration, the pattern VP! V DP is not reursive.An indiret objet is a argument of the verb as well, suh as Elizabeth in(2) I [VP gave an exiting book to Elizabeth℄(3) I [VP gave Elizabeth an exiting book℄Here we have two DPs inside the VP, two arguments: a diret objet (an exiting book) andan indiret objet (Elizabeth).SDPMary VPVgave DPDan NPAPAexiting
NPNbook

PPPto DPElizabeth
SDPMary VPVgave DPElizabeth DPDthe NPAPAexiting

NPNbook
Notie that the DP Elizabeth is a sister of the head V. In this on�guration, the pattern VP! V DP DP is not reursive, whih �ts with the fat that we annot just stik more DPs intothe VP:(4) * I [VP gave Elizabeth the book the door Friday Mary Hamlet℄So just a limited number of DP arguments are possible in VPs. In fat, the limit of requiredomplements seems to be 3, in all human languages.Some English verbs require 2 omplements, like put, but I do not know of any that require3. But some verbs appear to allow 3, as in I bet [Mark℄ [5 dollars℄ [that they would win℄.

SDPI VPVbet DPMark DPD5 NPNdollars
CPCthat SDPhe VPVwould VPwin
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It is an interesting fat that it is hard to think of verbs other than put whih require 2omplements. I know only a few: hand, maybe also set, lodge.Sometimes omplements are mandatory, sometimes optional. But modi�ers are alwaysoptional.(5) I praised Mary.(6) ? I praised.(7) I put the ar in the garage.(8) * I put in the garage.This on�rms the intuitive idea that arguments play a fundamentally di�erent role in syntaxfrom modi�ers. When you look up a verb in a good ditionary, it will usually tell you somethingabout what objets it an take, sine verbs are fussy about this, but the ditionary will nottell you what modi�ers the verbs allow, sine most verbs allow most modi�ers!

11.0.2 Modi�ers in VPAs we have seen, Like the modi�ers in NP, we an have any number of modifers in a VP:(9) I [VP gave Elizabeth the book℄(10) I [VP happily gave Elizabeth the book℄(11) I [VP happily gave Elizabeth the book on Friday℄(12) I [VP happily gave Elizabeth the book on Friday in lass℄(13) I [VP happily gave Elizabeth the book on Friday in lass with the rest of my notes℄(14) . . .In order to add any number of modi�ers like this, we need reursive rules, like the one weproposed for noun phrases. VP ! AdvP VPVP ! VP AdvPVP ! VP PPVP ! PP VPDrawing these ideas out in trees, we get strutures like these:
SDPI VPVgave DPElizabeth DPDthe NPNbook

SDPI VPAdvPAdvhappily
VPVgave DPElizabeth DPDthe NPNbook

SDPI VPVPAdvPAdvhappily
VPVgave DPElizabeth DPDthe NPNbook

PPPon DPFriday

Now lets go bak to onsider what ounts as an argument versus a modi�er in a VP. Diretand indiret objets are not modi�ers, but arguments, as in:79
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(15) I sent money(16) I sent Mary money(17) I sent money to MaryNotie that the indiret objet an appear in a PP. We annot have multiple indiret objets:(18) * I sent [Bill℄ money [to Mary℄ [to Sam℄However, the number of PPs that an be inluded in a VP seems essentially unlimited:(19) I worked on Sunday in the ity on that projet without a break.Are all of these PPs arguments? Or are some of them modi�er modi�ers? In fat, it seemsthat there is a prinipled di�erene between arguments and modi�er PPs, revealed by testslike the following.Tests for modi�ers and arguments in VP(20) Optionality: Arguments are sometimes required, sometimes optional. Modi�ers arealways optional.a. I praised Maryb. ? I praised. I sang [on Saturday℄d. I sang(21) Iteration: The number of arguments is stritly limited. There an be any number ofmodi�ers. That is, modi�ers an be \iterated" or \repeated."a. I sang with gusto on Saturday with Mary about love at the auditorium.(22) modi�ers an modify \do so" VPs:a. I sang a song with Mary while you did so [with Bill℄. (modi�er)b. * I saw Bill while you did so [Mary℄. (argument)(23) unlike arguments, modi�ers are OK in \do what" pseudolefts:a. What Mary did [with Bill℄ was sing a song. (modi�er PP)b. * What Mary did [Bill℄ was give a book. (argument NP)(24) modi�ers an modify oordinated XPs:a. Robin [VP wrote a book℄ and [VP sang three songs℄ [with Sandy.℄(25) modi�ers an be left behind in VP-preposing:a. Robin said she would sing a song, and [sing a song℄ she did, [with Sandy℄.b. * Robin said she would give Mary a book, and [give Mary℄ she did, [a book℄.Usually, these tests provide onvergent evidene about the status of any given PP. When thesetests yield di�erent results, it is less lear what to say about the struture.In sum, when a verb V and its diret objet DP form a verb phrase VP, we say that the DPis a omplement. A omplements is a sister of the head. Complements, together with thesubjet, are also alled arguments. The notion \omplement" usually means the struturalrelation, sister of the head, while the word \argument" usually means the semanti relation:usually a spei�ation of what the verb applies to, one of the essential omponents of theevent. 80
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11.1 S(emanti)-seletion and argument roles, `�-roles'
For understanding the di�erene between arguments and modi�ers, reasoning about what thesentenes mean an be helpful. For examples, subjets often name the agent of the ation, andthe objet often names the patient or theme of the ation. It is hard to pin down these notionspreisely, but the text (pp.129, 227) points out that sentenes like the following are very odd(the text uses ! to mark these odd sentenes):
(26) ! the rok murdered the tree(27) ! the forest desribed Mabeth
This oddity omes from fats about what the verbs mean, fats about the semanti role thatthe subjet and objet are expeted to play. The verbs murder and desribe normally havesubjets that are `agents', animate agents. Sine this is a matter of what the DPs mean, whatthey refer to, they are alled s(emanti)-seletion requirements.Consider a bunh of simple English sentenes like these:

SDPOthello VPVmurders DPDesdemona
SDPOthello VPVdesribes DPDesdemona

SDPOthello VPValls DPDesdemona
SDPOthello VPVattaks DPDesdemona

In all of these sentenes, the subjet is, in some sense, the agent of the ation denoted by theverb, while the objet is more passive { the text says that the objets in these sentenes arepatients of the ations denoted by the verbs. In ontrast, if we ompareSDPOthello VPVlikes DPDesdemona
SDPOthello VPVpleases DPDesdemona

In the �rst of these latter sentenes, the subjet is the experiener and the objet is thetheme { the thing that the psyhologial attitude denoted by the verb is about. But inthe seond sentene, the subjet is the theme and the objet is the experiener. We expetthat our sentenes will not only be assembled appropriately, but that the elements will haveappropriate sorts of meanings.
11.2 Syntati rules
The way eah onstituent { eah \node" in a tree { an be omposed of parts { its \hildren"of the node { an be represented with a rule. For example, we see in eah of the trees justdisplayed that eah S \node" has two hildren { a DP and a VP. We represent this fat with a\phrase struture rule": S ! DP VP. Remember that the arrow in this rule an be read \anbe formed from." Colleting all the rules from all the trees we have displayed, we �nd these:81
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basi rules for rules forseleted elements modi�ers(137) S ! DP VP(124a) DP ! 8><>: (D) NPNamePronoun

9>=>;(123) NP ! N ((PPCP))
(130) VP ! V (DP) (8>>><>>>:

PPCPVPAP
9>>>=>>>;)

(120) PP ! P (DP)(122) AP ! A (PP)(138) CP ! C SAdvP ! Adv (123') NP ! (A) N (PP)(73.iii) NP ! AP NPNP ! NP PPVP ! AdvP VPVP ! VP AdvPVP ! VP PPAP ! AdvP AP�! � Coord � (for �=S,D,V,N,A,P,C,Adv,VP,NP,AP,PP,AdvP,CP)Remember that parentheses go around optional elements. And set brakets go around elementswhen you have to hoose exatly one. These rules are not omplete! but they are a goodstarting point, and they are, I think, intuitive.1
11.3 Arguments in PP, NP and APJust as the traditional `objet' of a verb is an argument, so the objet of a preposition is itsargument. It is not always required, and there are other possible arguments besides DP:(28) He looked [PP up℄(29) He looked [PP up [DP the himney℄℄(30) He walked [PP up [PP to the himney℄℄1These rules are are slightly simpler and more general that the \omplete list of phrase struture rules" onpage 175 of the text. Our rules di�er from the text primarily in these respets:a. the \omplete list" on p175 of the text inludes rule (122) for APs, but it does not provide any rule thatlet's an AP our in a sentene, so we add a few modi�er rules.b. As disussed in lass, the text does provide rule (123') on page 165, but one we have (73.iii) also frompage 165, we an eliminate (123').. To allow sentenes like ats sleep, we need to allow the determiner in rule (124a) to be either unpronouned(\empty") or optional. The rules in the text do not indiate the fat that there an be no (pronouned)determiner before the noun.d. We add a rule for oordinate strutures. This rule is speial, beause it works on so many ategories.
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(31) He is [PP beside [DP me℄℄(32) He walks [PP with [S you leading the way℄℄These phrasal arguments are attahed as sister to P.The rules given above also inlude the possibility of arguments for NP and AP. Intuitively,Sarajevo is a argument of V in the sentene:(33) They destroyed Sarajevo in 1993In a similar way, the phrase [PPof Sarajevo℄ seems to be an of N in the sentene:(34) The destrution of Sarajevo in 1993 was terribleWe will aordingly attah [PPof Sarajevo℄ as a sister to N, and we attah [PPin 1993℄ as anmodi�er. This �ts with the fat that neither of the following are any good:(35) * They destroyed in 1993 Sarajevo(36) ?? The destrution in 1993 of Sarajevo was terribleWe use this idea for nouns that are learly related to verbs that take omplements, like laim,study, idea, proposal, thought, fear, desire, argument,. . . . For example, onsider(37) The argument [of the noun℄ [in this sentene℄ is familiar(38) ?? The argument [in this sentene℄ [of the noun℄ is familiarIn this ase too, we say [of the noun℄ is a argument, a sister of the N argument, but [in thissentene℄ is a modi�er, a sister of NP.We an also get arguments in APs, arguments whih are rather similar to DP arguments.For example,(39) That was [AP lever℄(40) That was [AP lever [PP of Mary℄℄(41) It is [AP important℄(42) It is [AP important [PP to Bill℄℄
11.4 SummaryBased on the tests for onstitueny introdued last time, we �nd onstituent relations thatan be represented in trees (or with labeled brakets). This lass was mainly spent drawingtrees (almost none of whih appear here in these notes).We went over again the important distintion between omplements and adjunts (argu-ments and modi�ers). This distintion is slightly triky. The omplements of a V are sometimesobligatory, and always limited in number; the omplements of an N are never obligatory, butare still always limited in number. Some tests for V modi�ers were presented, and they aresummarized again below { understand them.Finally, in this leture we saw how we an write down the rules for building the phrasesthat we have drawn in these trees. You should be familiar with all the rules in the table onpage 82. 83
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What is emerging now is a piture of the syntax in whih the basi elements are lexial items,whih have ategories, sometimes requiring omplements in addition.Then the phrases get assembled aording to a few rather simple rules, at least so far. Speialattention needs to be given to one issue:Constituents of VP. This is probably the trikiest part of our approah to syntax (and manybasi questions about verb phrase struture are still not settled).The things traditionally alled the subjet and the (diret or indiret) objets of the verbare arguments. The objet and indiret objet are omplements, sisters of the V Anargument an be a DP, PP, CP, or other ategory:2The king doesn't give his money to harity very oftenThe king knows that rih people should pay inome taxes, and he doesn't like them!He prefers for the wealthy to prosperHe wonders whether his plans for the kingdom will sueedThe modi�ers of verbs, on the other hand, an be adverbs or prepositional phrases, and theyare sisters of VP. That is, there is reursion on VP in this pattern.The queen listens politelyShe ompletely supports her husbandShe spoke on Sunday at the rally in the rainHow an we tell arguments and modi�ers apart?? We repeat our tests here:(43) Optionality: arguments are sometimes required, sometimes optional. Modi�ers arealways optional.(44) Iteration: The number of arguments is stritly limited. There an be any number ofmodi�ers. That is, modi�ers an be \iterated" or \repeated."a. I sang about love with gusto on Saturday at the auditorium with my band(45) modi�ers an modify \do so" VPs:a. I sang a song with Mary while you did so with Bill. (modi�er)b. * I saw Bill while you did so Mary. (argument)(46) unlike arguments, modi�ers are OK in \do what" pseudolefts:a. What Mary did with Bill was sing a song. (modi�er PP)b. * What Mary did Bill was give a book. (argument DP)(47) modi�ers an modify oordinated VPs:a. Robin [VP[VPwrote a book℄ and [VP sang three songs℄℄ with Sandy.(48) modi�ers an be left behind in VP-preposing:a. Robin said she would sing a song, and [sing a song℄ she did, [with Sandy℄.b. * Robin said she would give Mary a book, and [give Mary℄ she did, [a book℄.2The text suggests that the adjetive phrase in She is beautiful is not the argument of the verb be, but aprediate. There is something right about this proposal. Notie for example that beautiful does not have a�-role (that is, beautiful is not an agent, patient, theme, experiener,. . . ). We may ome bak to these issueslater, but for now we will think of beautiful as a omplement, sister of V, even if it is not an argument.84



Leture 12 Phrase struture and movement
12.1 Review and some loose ends.
We have observed that phrases are built aording to some very general priniples:� Eah head of ategory X ombines with its omplements (possibly none) to formXP.So omplements are always sisters of the head.� Modi�ers are optional phrases, and they an ombine (reursively) with the phrasethey modifyIn English spei�ally, we �nd phrases ombining in ertain orders, whih we represent with aset of rules like the ones given on page 82 of these leture notes.We notied that the rules on page 82 are too permissive { for example, while some verbsselet DP objets, others do not { so we have to fator in the spei� requirements of eahlexial item. We say that eah lexial item an \selet" ertain other phrases that it needsto ombine with. But as we mentioned briey before, really we should distinguish 2 kinds ofseletion: `ategorial' and `semanti'.
12.1.1 C(ategorial)-seletionWords get put into the syntati strutures aording to their ategory. For example, a verban go where the rules allow a V to our. However, an intransitive verb like laugh an onlygo into a tree that does not have a diret objet. A transitive verb like surprise, on the otherhand, an go into a tree with a diret objet, but not one with both a diret and indiretobjet.We an assume that eah word is assoiated with a spei�ation of the arguments that itan our with. The arguments of a verb are its subjet and its omplements. Let's adoptthe poliy of underlining the subjet argument, so that we will not distinguish it from theomplements.word ategory argumentslaugh V DPsurprise V DP DPsend V DP DPsend V DP DP DPThese are important distintions among elements of the ategory V { the ategory dividesinto subategories aording to the ategories of the arguments eah verb requires.85
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Some verbs allow sentenes, or CP lauses of the form [CP that S℄ as arguments. Forexample,(1) John knows [CP that [S Mary laughs℄℄(2) John told [DP Bill℄ [CP that [S Mary laughs℄℄In�nitival lauses (using the 'in�nitive' form of the verb, with to) an also our as arguments:(3) John knows [S her to be a dediated linguist℄(4) I prefer [S her to explain it℄These in�nitival lauses have ausative ase subjets, and the verb in them is never presentor past, but in�nitival.We an represent the way that di�erent verbs assign di�erent roles to their arguments byaugmenting the lexial entries. For example, we ould use a notation like this { similar to theproposal on page 231 exept that we will indiate the subjet by underlining, so that it anbe distinguished from the omplements. (Here I also indiate the \roles" of the subjet andobjet, but this is just for your intuitions and we will not emphasize these roles in this lass.)word ategory argumentslaughs V[tns℄ agent|DPmurders V[tns℄ agent patient| |DP DPlikes V[tns℄ experiener theme| |DP DPpleases V[tns℄ theme experiener| |DP DPSo in sum, we have-seletion: a lexial item an impose ategory restritions on its omplements.s-seletion: a lexial item an impose semanti restritions on its arguments.The lexial entries inlude these restritions, so for example, we have already seen that we anthink of the word desribes as oming with the following information, whih indiates that itssubjet argument (indiated by underlining) plays the semanti role of being the agent, whilethe omplement argument (not underlined) plays the role of the theme:word ategory argumentsdesribes V[+tns℄ agent patient| |DP DPOther verbs an have di�erent seletion requirements:86
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word ategory argumentslaughs V[+tns℄ agent|DPdives V[+tns℄ agent|DPmurders V[+tns℄ agent patient| |DP DPlikes V[+tns℄ experiener theme| |DP DPpleases V[+tns℄ theme experiener| |DP DP

12.1.2 -seletion of lauses
A sentene has a subjet DP and a prediate. We will all sentene-like phrases `lauses' andapply this term to a large range of onstrutions that have a subjet and prediate { I indiatesome of them here in brakets:
(5) SKate de�es Petruiosimple lause(6) She knows that [SKate de�es Petruio℄ lausal omplement of VShe wonders whether [SKate de�es Petruio℄She prefers for [SKate to defy Petruio℄ (in�nitival lause, pp131,281)She prefers [SKate's defying Petruio℄ (`possessive -ing lause)
(7) The laim that [SKate de�es Petruio℄ is true. lausal omplement of N

Let's onsider that-lauses �rst:
(8) She knows that [SKate de�es Petruio℄

What is the omplement of the verb knows here? This partiular kind of that is alled aomplementizer and so a standard idea is that here we have the verb seleting a omple-mentizer phrase (CP): 87
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SDPPronounShe

VPVknows CPCthat SDPNameKate
VPVde�es DPNamePetruio(Here I have put in the ategories `Pronoun' and `Name', but they are speial instanes of DP,so sometimes I will leave these out { They are speial instanes of DP beause they seem notontain determiners in them.) The important point about this tree is the phrase CP formedfrom the C that: this kind of omplementizer phrase is seleted by knows. We already havethe phrase struture rule that allows this:CP ! C SNotie that this is perfetly good even without the omplementizer that. These two sen-tenes mean exatly the same thing, so it is natural to assume that the strutures with andwithout the omplementizer are exatly the same:1SDPPronounShe

VPVknows CPC SDPNameKate
VPVde�es DPNamePetruioAlthough we have rules for building CPs, and rules that allow Vs to selet them,CP ! C SVP ! V CPit is lear that not all verbs -selet CPs. For example the verb dive allows the modi�er fromthe li�, but not a DP or CP omplement:1With this idea, that a omplementizer position an have no pronouned material in it, it beomes possibleto assume that(1) simple lauses are CPs with silent C.In fat, this idea has some appealing features that we will notie when we onsider questions. As we will see,this idea provides some positions, positions in the CP, that get �lled in questions. This idea is proposed in thetext on page 278. We'll return to this. 88
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(9) a. He dives from the li�b. * He dives the oean. * He dives that Kate de�es PetruioBut verbs like know an selet a CP omplement, and the C an be that, it an be silent, or itan be whether:(10) a. He knows whether Kate de�es Petruiob. He knows that Kate de�es Petruio. He knows Kate de�es PetruioNot all verbs that take CP omplements allow this same range of CPs:(11) a. He questions whether Kate de�es Petruiob. * He questions that Kate de�es Petruio. * He questions Kate de�es Petruio(12) a. * He thinks whether Kate de�es Petruiob. He thinks that Kate de�es Petruio. He thinks Kate de�es Petruio(For reasons that will be disussed soon, we will not ount why or what or whih as omple-mentizers.) This variation is spei� to the verbs, and so we assume it is represented it in thelexion, where the di�erene between CP[that℄ and CP[wh℄ must be represented, and we anuse just CP to mean either one:word ategory argumentsknows V[+tns℄ experiener theme| |DP CP

questions V[+tns℄ experiener theme| |DP CP[wh℄
thinks V[+tns℄ experiener theme| |DP CP[that℄

12.1.3 Auxiliary verbsOne partiularly interesting ase of seletion happens with auxiliary verbs. When we onsidersentenes with auxiliary verbs, a simple pattern is easy to see:(13) He might have been diving(14) He has been diving(15) He is diving(16) He dives(17) He has been diving 89
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(18) He has dived(19) He might be diving(20) He might have dived(21) He might diveIf we put the modal verbs in any other orders, the results are no good:(22) * He have might been diving(23) * He might been diving(24) * He is have dived(25) * He has will diveThe regularities an be stated informally as follows:(26) English auxiliary verbs our in the order MODAL HAVE BE. So there an be as manyas 3, or as few as 0.(27) A MODAL (when used as an auxiliary) is followed by a tenseless verb, [-tns℄(28) HAVE (when used as an auxiliary) is followed by a past partiiple, [pastpart℄(29) Be (when used as an auxiliary) is followed by a present partiiple, [prespart℄(30) The �rst verb after the subjet is always the one showing agreement with the subjetand a tense marking (if any), [+tns℄We have already seen a mehanism for telling us what an follow a verb: its omplementlist! So these auxiliary verbs an be treated as having speial omplements: VPs. We an listthe requirements as follows:2 word ategory omplementswill,would,shall,should,may,might,must,an,ould V[+tns℄ VP[-tns℄has,have,had V[+tns℄ VP[pastpart℄is,are,was,were V[+tns℄ VP[prespart℄Notie that the lexial entries on page 86 give tensed forms of some verbs, but our verbsalso have in�nitives, and present and past partiiples.This was not mentioned in lass, but while it is natural to think of the verb in a simplesentene like he dived { the agent of the diving { it is not so natural to think of the auxiliaryin he is diving as having a subjet. For this reason, it is usually assumed that auxiliary verbsdo not have subjets (at least, not in the way that main verbs do). With that assumption, wean list the omplements seleted by eah verb as follows (showing underlined subjets onlyfor main verbs, not auxiliary forms):2Many of these auxiliary verbs have other uses too, whih will require other entries in the lexion. F(1) He willed me his fortune. His mother ontested the will. (WILL as main verb, or noun)(2) They an this beer in Canada. The an ends up in California. (CAN as main verb, or noun)(3) The might of a grizzly bear is nothing to sneeze at. (MIGHT as noun)(4) I have hiking boots. (HAVE as main verb)(5) I am tall. (BE as main verb)
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word ategory argumentshavehavinghad V[-tns℄V[prespart℄V[pastpart℄ VP[pastpart℄
bebeingbeen V[-tns℄V[prespart℄V[pastpart℄ VP[prespart℄

laughlaughinglaughed V[-tns℄V[prespart℄V[pastpart℄ |DP
murdermurderingmurdered V[-tns℄V[prespart℄V[pastpart℄ | |DP DP

likelikingliked V[-tns℄V[prespart℄V[pastpart℄ | |DP DPWith lexial entries like these, we an aount for all of the patterns of auxiliary verbs thatwe saw in (13-25), but the earlier examples (7) and (9) remain mysterious!
12.1.4 CaseWe have seen various examples of DPs:(31) Mary, Elizabeth, Bill (proper names)(32) I, you, he, she, it, we, they (nominative ase pronouns)(33) me, you, him, her, it, us, them (ausative or objetive ase pronouns)(34) my, your, his, her, its, our, their (genitive ase or possessive pronouns)(35) an exiting book, the door, the ar, the garage (desriptions)We have already notied that these DPs have di�erent distributions:(36) *him laughs(37) *Mary surprises heNow it is easy to be more preise about how the form of the pronominal DP depends on itsposition in the struture:Case assignment to DPsa. the subjet of a tensed lause is nominative aseb. the omplements of a verb are ausative (objetive) ase. the omplement of a preposition is ausative (objetive) ase
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12.1.5 Subjet-verb agreementIt is also a familiar fat that the highest verb in a sentene is tensed, and present tense formsagree with their subjets. For example,(38) She is[+tns℄ smart!(39) * She are[+tns℄ smart!(40) She is[+tns℄ desribing[prespart℄ the solution(41) * She are[+tns℄ desribing[prespart℄ the solution(42) She prefers[+tns℄ for us to solve[-tns℄ it(43) * She prefer[+tns℄ for us to solve[-tns℄ itLooking at just the highest verb for the moment, we see that it agrees with the subjet. Thisis a ompletely familiar idea:Subjet-verb agreement: A present tense verb must agree with its subjet. That is, thehead of T[+tns℄ agrees with its spei�er.
12.2 Interim SummaryA speaker knows some basi things about eah word that are relevant to assembling phrasestruture, inludingphrase struture ombinations allowed by the rulesCase assignment to DPsSubjet-verb agreementlexial requirementsThe phrase struture is assembled to respet all these di�erent things:possible ombinations(spei�ed by phrase struture rules)+ase requirements ) aeptable phrase ( agreement requirements*spei� requirements of words(-seletion, s-seletion, from lexion)

92



Stabler - Linguistis 20, Winter 2010
12.3 Movement!
12.3.1 Wh-questionsWe now introdue another kind of dependeny: movement. Movement gets disussed in Chap-ter 4 of the text. (The whole hapter is good reading, but we will fous on pages 224-245.)We have briey surveyed a range of lause-types found in English (a similar range is foundin other human languages):(1) [SKate de�es Petruio℄ simple lause(2) She knows that [SKate de�es Petruio℄ V omplement lause(3) The laim that [SKate de�es Petruio℄ is true. N omplement lause(4) She prefers for [SKate to defy Petruio℄ V in�nitival omplement lause (pp131,281)(5) She sees [SKate defy Petruio℄ small lause (p133)But now let's onsider questions. In the text and in lass, we saw that in both(6) I know [he is desribing whih problem℄? (bold for emphasis!)(7) I know [whih problem John is desribing℄?it is natural to regard whih problem as the objet, the theme of desribe. This idea �ts withthe argument struture given above, in whih this verb takes both a subjet and an objet.This idea also explains why it is no good to put an objet in that position:(8) * Whih problem is John desribing the book?The only problem is that the expression whih problem in (7) is not in the usual objet position{ it is in a more \remote," preposed position.Similar observations an be made about whih students in (9)(9) Whih students are you thinking want to take the exam?In sentenes like these, it is natural to assume that whih students is the subjet of want. Thisexplains why we have subjet-verb agreement:(10) * Whih student are you thinking want to take the exam?(11) Whih student are you thinking wants to take the exam?(12) * Whih students are you thinking wants to take the exam?Again, the only puzzle is how does the subjet get into the \remote" \preposed" position, atthe front of the sentene.To explain these fats, the text proposes another kind of dependeny:wh-movement (�rst version): A phrase ontaining a wh-word an be preposed.Let's postpone just for a moment showing any hypotheses about what the tree strutureof these wh-questions are. The text shows a struture on p244, but does not explain it. We93
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will postpone the question for just a minute while we set the stage for understanding what'sgoing on.There is another puzzle about sentenes (7) and (9) whih we have not takled yet! Namely,what is going on with that auxiliary verb is and are. It is easy to see that the auxiliary verbin wh-questions like these has to agree with the DP that follows it!(13) Whih book are you buying?(14) * Whih book is you buying?(15) Whih book is she buying?This looks like subjet-verb agreement, but the subjet and verb seem to be reversed from theirusual order! To understand this, let's �rst be a little bit more expliit about the ategories ofauxiliary verbs.There is a range of wh-onstrutions whih ontain sentenes:(16) [Who [Sde�es Petruio℄℄? wh-question (questioning the subjet)(17) She knows [who [Sde�es Petruio℄℄. V wh-omplement lause(18) The woman [who [Sde�es Petruio℄℄ is Kate. N wh-modi�er (\relative lause")(19) [Who does [SKate defy℄℄? wh-question (questioning the objet)(20) She knows [who [SKate de�es℄℄ V omplement lause(21) The guy [who [SKate de�es℄℄ is bad news. N wh-modi�er (\relative lause")We saw that both CPs with delarative sentenes and CPs with questions an be embedded.(And so the \relative lauses" are CP questions, attahed as modi�ers in NP { see new modi�errule on page 96.) There are a number of puzzling things going on here that we should look atmore arefully, but it will take several steps. . .
12.3.2 Yes/no-questionsFirst, let's go to material Chapter 5 \The distribution of verbal forms" (esp.pp257-300, andsome things in this hapter { aux verbs, morphology { whih have already been disussed).When we look over our earlier examples of (13-25), we see that eah one allows the �rstauxiliary verb to be preposed:(22) a. He is divingb. Is he diving?(23) a. He has divedb. Has he dived?(24) a. He has been divingb. Has he been diving?(25) a. He might have been divingb. Might he have been diving?(26) a. He might be divingb. Might he be diving? 94
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(27) a. He might have divedb. Might he have dived?
After looking at wh-movement, it is natural to propose some kind of \preposing" in thisase too, exept that in this ase, the preposing moves just a verb, not a whole verb phrase.What position does the verb move to? Well, we have seen that sentenes an be preeded byomplementizers (C), so one idea is that in these sentenes, the auxiliary verb moves to the Cposition:
Subjet-auxiliary inversion (�rst version): The highest auxiliary in a tensed sentenean be preposed to C to make a question.

CPC SDPMabeth VPV[+tns℄is VP[prespart℄V[prespart℄desribing DPDthe NPNforest )

CPCis SDPMabeth VPV[+tns℄ VP[prespart℄V[prespart℄desribing DPDthe NPNforest (Draw an arrowfrom V[+tns℄ toto make learwhat happened here!)
Notie that we an make these into \eho" questions with stress and intonation:

(28) Mabeth is desribing WHAT FOREST?(29) Is Mabeth desribing WHAT FOREST?
Or, with normal question intonation,
(30) What forest is Mabeth desribing?
Now we an make sense of the tree (90) on page 244 of the text:
wh-movement (seond version): A phrase ontaining a wh-word an be preposed to at-tah to CP. (When we do this, we assume that C+S form an intermediate phraseC'.) 95
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CPCis SDPMabeth VPV[+tns℄ VP[prespart℄V[prespart℄desribing DPDwhat NPNforest )

CPDPDwhat NPNforest
C'Cis SDPMabeth VPV[+tns℄ VP[prespart℄V[prespart℄desribing DP

12.4 SummaryIn lass, we mentioned the goal of treating S as TP (this brings a few more small hanges nextweek, but for now we an simply put TP where S is):basi rules for rules forseleted elements modi�ers(137) S ! DP VP(tentative!) TP ! DP VP(124a) DP ! 8><>: (D) NPNamePronoun
9>=>;(123) NP ! N (PP)(130) VP ! V (DP) (8><>:PPCPVP
9>=>;)(120) PP ! P (DP)(122) AP ! A (PP)(138) CP ! C S(new!) CP ! C'(new!) C' ! C TPAdvP ! Adv (73.iii) NP ! AP NPNP ! NP PP(new!) NP ! NP CPVP ! AdvP VPVP ! VP PPAP ! AdvP AP�! � Coord � (for �=D,V,N,A,P,C,Adv,VP,NP,AP,PP,AdvP,TP,CP)movement and insertion rules:wh-movement: A phrase ontaining a wh-word an be preposed to attah to CP.AÆx hopping: A tense suÆx an move to the main verb, in an adjaent VP. (nohopping aross not)These lists are inomplete but this is a good start.
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Leture 13 Questions, et.
Last lass we introdued one of the standard analyses of English tense and auxiliaries. Todaywe an begin a review by athing a few loose ends from the last leture, and then brieydisuss passive sentenes.
13.1 The variety of lausesWe have observed that simple lauses have tense, but other lauses don't. We ould add therequirement [+tns℄ to our sentenes, but then we will need a separate aount for \in�nitivallauses". Is there a better way to say what's going on with +tns?In Chapter 3 \Syntax I", on pages 160, 181-182, there was a suggestion about this whihmay seem rather surprising: the suggestion is that simple sentenes are Tense Phrases, TPs:(1) sentenes are TPsBut this is puzzling. We have seen that many English phrase struture rules have the form XPto X (YP), so in the ase of TPs, where is the tense T? Well, in the ase of the in�nitival to, itpreedes the VP, and in tensed lause, we have seen that the tense of the lause gets realizedon the �rst verb (whih is sometimes an auxiliary V that selets a partiiple or progressiveform. So, if we have to put T somewhere, a natural hoie is to put it between the subjet DPand the VP. This is ahieved by replaing the rule \S ! DP VP" with these rules:TP ! DP T' T' ! T VPSo the idea is that we should elaborate our tree strutures like this:

SDPKate VPVde�es DPPetruio beomes

CPC'C TPDPKate T'T-s VPVdefy DPPetruioSeveral points to notie here. First, the CP is often put at the top of the tree even when thereis nothing in C, beause these are positions that things an move to. But the more seriousand obvious issue with this proposal is that it puts the tense aÆx on the wrong side of the97
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verb. We have -s defy but we want defy -s! (As noted in lass, I am using -s instead of amore abstrat label for the aÆx present, just to remind you how present tense is usuallypronouned, when you an hear it. And when you an't hear it, we assume that it is doingthe same thing as it is when you an hear it.)The simplest idea for getting from -s defy to defy -s is just to assume that an aÆx an move,that it an \hop" onto an adjaent verb, so let's propose this new movement rule, restritingit to this partiular ase:
AÆx hopping: A tense suÆx an move down to the (non-auxiliary) verb of an adjaent VP.
So aÆx hopping applies in our example:

CPC'C TPDPKate T'T-s VPVdefy DPPetruio aÆx-hop�����!

CPC'C TPDPKate T'T VPVdefy -s DPPetruioIt is useful to draw an arrow in the treeon the right, from the T node where-s began to the plae where it moved,as was done in lass. Draw it! Drawit here, and in all the trees produedby movements in these notes. If youdon't know where to draw the arrow,ask!
And this struture is exatly the same when it appears as the omplement of a verb, as inexample (2):

CPC'C TPDPHe T'T-s VPVknow CPCthat TPDPKate T'T-s VPVdefy DPPetruio aÆx-hop�����!

CPC'C TPDPHe T'T VPVknow -s CPCthat TPDPKate T'T VPVdefy -s DPPetruio
And of ourse the struture is exatly the same even when the omplementizer position C does98
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not have that in it:CPC'C TPDPHe T'T-s VPVknow CPC TPDPKate T'T-s VPVdefy DPPetruio aÆx-hop�����!

CPC'C TPDPHe T'T VPVknow -s CPC TPDPKate T'T VPVdefy -s DPPetruio(It is a good exerise to draw arrows in these trees from the T where -s starts, to the positionwhere it ends up after aÆx hopping!)Now let's turn to a basi question that we negleted earlier:Question 1: What is the struture of in�nitival lauses like the one in (4)?With the new strutures we are drawing for sentenes, we an assume that the struture of(4) is almost exatly the same:
CPC'C TPDPShe T'T-s VPVprefer CPCfor TPDPKate T'Tto VPVdefy DPPetruio aÆx-hop�����!

CPC'C TPDPShe T'T VPVprefer -s CPCfor TPDPKate T'Tto VPVdefy DPPetruioNOTICE! that aÆx hopping annot apply in the embedded sentene beause there is no aÆx!Instead, we have the word to. Now let's look at the verb forms that our in these lauses.
13.2 Auxiliaries, Negation and the verb DOBefore looking at verb forms more arefully, it is interesting to make one quik observationabout a respet in whih do is unlike the auxiliary verbs (modals, BE, HAVE). We have seen99
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that auxiliary verbs an invert with the subjet to form a yes/no question:(2) Othello is the one(3) Is Othello the one?(4) Othello would be it.(5) Would Othello be it?Other verbs annot form questions in this way:(6) Othello killed it(7) * Killed Othello it?So what about DO? It does not at like the other auxiliaries:(8) Othello did it(9) *Did Othello it?It is also easy to see that when an objet is questioned, as in (19), there must be an auxiliaryverb (Modal, HAVE, BE) or else DO, and subjet-auxiliary inversion must take plae. Chapter5 observes that a similar thing happens when negation is added to simple lauses:(10) * [Kate not de�es Petruio℄(11) * [Kate de�es not Petruio℄(12) [Kate does not defy Petruio℄Why is this? When we look at the struture here, it suggests the simple idea that the not getsin the way of aÆx hopping:

CPC'C TPDPKate T'T-s NegPNegnot VPVdefy DPPetruioWhat an save this struture? Putting the \dummy verb" do into the T position so that theaÆx an attah to it. We propose this rule (p286):Do-support: Insert DO to save a stranded suÆx in T.100
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So we get:CPC'C TPDPKate T'T-s NegPNegnot VPVdefy DPPetruio do-supp�����!

CPC'C TPDPKate T'Tdo -s NegPNegnot VPVdefy DPPetruioThis theory, with aÆx hopping and do-support, gives us an analysis of Kate does not defyPetruio, but it leaves a puzzle about the auxiliary verbs. How are negated sentenes withauxiliaries possible?(13) She will not defy Petruio(14) She has not de�ed Petruio(15) She is not defying Petruio(16) * She not has de�ed Petruio(17) She will not have been defying Petruio(18) ?? She will have not been defying Petruio(19) ?? She will have been not defying Petruio(20) ?? She will have been defying not PetruioThese examples suggest that the way an auxiliary verb gets assoiated with tense suÆxes isdi�erent from the way that main verbs do. How ould these auxiliaries get assoiated with Tproperly, even when there is a not? Consider the struture:CPC'C TPDPKate T'T-s NegPNegnot VPVhave VP[pastpart℄V[pastpart℄de�ed DPPetruioIt is possible to propose a di�erent mehanism to assoiate HAVE with the suÆx in strutureslike this: 101
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V-to-T head movement: an auxiliary verb an raise attah to TIf we assume that this rule is not bloked by negation, then we get the required ontrasts thatwe want, with these derivations:CPC'C TPDPKate T'T-s VPVhave VP[pastpart℄V[pastpart℄de�ed DPPetruio V-to-T����!

CPC'C TPDPKate T'Thave -s VPV VP[pastpart℄V[pastpart℄de�ed DPPetruio
CPC'C TPDPKate T'T-s NegPNegnot VPVhave VP[pastpart℄V[pastpart℄de�ed DPPetruio V-to-T����!

CPC'C TPDPKate T'Thave -s NegPNegnot VPV VP[pastpart℄V[pastpart℄de�ed DPPetruio(It's a good exerise to draw an arrow again to indiate the movement from V to T.)
13.2.1 Subjet-Auxiliary inversion againNow that we have modi�ed our strutures (using CP and TP instead of S), and we have putthe tense suÆxes under T, it is worth onsidering Subjet-Auxiliary inversion again. It annow be expressed like this:T-to-C head movement T an raise to an empty C.So the steps in deriving Has Kate de�ed Petruio are these:CPC'C TPDPKate T'T-s VPVhave VP[pastpart℄V[pastpart℄defied DPPetruio

V-to-T������!
CPC'C TPDPKate T'Thave -s VPV VP[pastpart℄V[pastpart℄defied DPPetruio

T-to-C������!
CPC'Chave -s TPDPKate T'T VPV VP[pastpart℄V[pastpart℄defied DPPetruio102
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Some auxiliaries ontain both a verb or modal and the past tense morpheme, and so in theseases we an either say that a tense suÆx attahes but then the V+tns is pronouned withone word. For example:CPC'C TPDPKate T'Ttns VPVwould VP[-tns℄V[-tns℄defy DPPetruio

V-to-T������!
CPC'C TPDPKate T'Twould tns VPV VP[-tns℄V[-tns℄defy DPPetruio

T-to-C������!
CPC'Cwould tns TPDPKate T'T VPV VP[-tns℄V[-tns℄defy DPPetruioAnd when there is no auxiliary verb, then there is no V-to-I raising, but do-support applies,so we derive the sentene Does Kate defy Petruio in the following steps:CPC'C TPDPKate T'T-s VPVdefy DPPetruio T-to-C������!

CPC'C-s TPDPKate T'T VPVdefy DPPetruio do-supp�������!

CPC'Cdo -s TPDPKate T'T VPVdefy DPPetruio(For pratie, make sure again that you an draw the arrows in the derived trees indiatingall the movements that have been done.)
13.3 Wh-questions reviewed
Last week we mentioned the idea that wh-phrases an be preposed. Now, if we treat thesephrases as the \subjets" of the CP, just like regular subjets are related to TP, we get thefollowing simple 3-step analysis of a question like What forest is Mabeth desribing?.STEP 1: move the auxiliary verb up to Tense using \V-to-T",

CPC'C TPDPMabeth T'T[+tns℄pres VPVbe VP[prespart℄V[prespart℄desribing DPDwhatNPNforest V-to-T����!

CPC'C TPDPMabeth T'T[+tns℄Vbe pres VPV VP[prespart℄V[prespart℄desribing DPDwhat NPNforest103



Stabler - Linguistis 20, Winter 2010
STEP 2: move aux verb + tense to C using \T-to-C":

CPC'C TPDPMabeth T'T[+tns℄Vbe pres
VPV VP[prespart℄V[prespart℄desribing DPDwhatNPNforest T-to-C����!

CPC'CT[+tns℄Vbe pres
TPDPMabeth T'T VPV VP[prespart℄V[prespart℄desribing DPDwhat NPNforest

STEP 3: move the wh-phrase to attah to CP, using the \wh-question formation" rule:
CPC'CT[+tns℄Vbe pres

TPDPMabeth T'T VPV VP[prespart℄V[prespart℄desribing DPDwhat NPNforest wh-move�����!

CPDPDwhatNPNforest
C'CT[+tns℄Vbe pres

TPDPMabeth T'T VPV VP[prespart℄V[prespart℄desribing DP

13.4 In�nitive lauses reviewed
With the new rules for tense and lauses, in�nitival lauses have the same kind of tree astensed lauses. We showed this tree already to illustrate this:104
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CPC'C TPDPShe T'T-s VPVprefer CPCfor TPDPKate T'Tto VPVdefy DPPetruio aÆx-hop�����!

CPC'C TPDPShe T'T VPVprefer -s CPCfor TPDPKate T'Tto VPVdefy DPPetruioNOTICE! that aÆx hopping annot apply in the embedded sentene beause there is no aÆx!Instead, we have the word to.
13.5 Passive sentenesI notie that Chapter 5 disusses one use of auxiliary verbs that I have not mentioned in lass:the passive (pp.259-270).(21) They exeuted Sorates(22) They will exeute Sorates(23) They have exeuted Sorates(24) They are exeuting Sorates(25) They have been exeuting Sorates(26) They will exeute Sorates(27) Sorates was exeuted (by them) ( the passive formReall that for the (non-passive) sentenes (21)-(26) we had lexial entries like this:word ategory seletsthey DP (nothing)Sorates DP (nothing)will V VP[-tns℄have V VP[pastpart℄bebeen VV[pastpart℄ VP[prespart℄

exeuteexeutingexeuted VV[prespart℄V[pastpart℄ agent patient| |DP DP105



Notie that the (non-passive) forms of exeute listed here all selet the same arguments.We derived a sentene like (24) in the following way:CPC'C TPDPthey T'Ttns VPVbe VP[prespart℄V[prespart℄exeuting DPSorates V-to-T����!

CPC'C TPDPthey T'Tbe tns VPV VP[prespart℄V[prespart℄exeuting DPSorates(For pratie, mark the movement with an arrow.) Now onsider the passive form of theverb:(27) Sorates was exeuted.A funny thing about this �rst is that there is only one argument, and it is the patient, notthe agent. So when we add \passive partiiples" to the lexion, their argument struturesare di�erent (and this hange is only possible when the tenseless form of the verb takes aomplement): word ategory seletsbebeen VV[pastpart℄ VP[prespart℄orV[passpart℄exeuted V[passpart℄ patient|DPGiven these lexial entries, the derivation of passives is otherwise the same:CPC'C TPDPSorates T'Ttns VPVbe VP[passpart℄V[passpart℄exeuted V-to-T����!

CPC'C TPDPSorates T'Tbe tns VPV VP[passpart℄V[passpart℄exeuted(Mark the movement with an arrow. If you study more syntax, you will enounter morerevealing analyses of passive onstrutions, but this simple approah will be enough for now.)
Syntax review1. onstitueny tests: substitution for word level ategories, substitution by a pro-noun, substitution by do or do so, phrasal preposing, oordination, sentene fragments(phrasal answers to questions)
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tests for VP modi�ers: optionality, iteration, modi�ation of do so, modi�ation of\do what pseudolefts", modi�ation of oordinations, VP preposing (leaving modi�erbehind)2. -seletion: a lexial item an impose ategory restritions on its omplements.3. s-seletion: a lexial item an impose semanti restritions on its arguments.4. Case assignment to DPsa. the subjet of a tensed lause is nominative aseb. the omplements of V and P are ausative ase5. Subjet-verb agreement: A present tense verb must agree with its subjet6. lexial entries: (with subjet arguments underlined)laughlaughinglaughed V[-tns℄V[prespart℄V[pastpart℄ agent|DP

exeuteexeutingexeuted V[-tns℄V[prespart℄V[pastpart℄ agent patient| |DP DP
exeuted V[passpart℄ patient|DP

likelikingliked V[-tns℄V[prespart℄V[pastpart℄ experiener theme| |DP DP
havehavinghad V[-tns℄V[prespart℄V[pastpart℄ VP[pastpart℄
bebeingbeen V[-tns℄V[prespart℄V[pastpart℄ VP[prespart℄orV[passpart℄
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7. phrase struture rules: sentenes are TPs inside CPs formed by these rulesbasi rules for rules forseleted elements modi�ers(137) S ! DP VPTP ! DP T'T' ! T NegPT' ! T VPNegP ! Neg VP(124a) DP ! 8><>: (D) NPNamePronoun
9>=>;(123) NP ! N (PP)(130) VP ! V (DP) (8><>:PPCPVP
9>=>;)(120) PP ! P (DP)(122) AP ! A (PP)(138) CP ! C SCP ! C'C' ! C TPAdvP ! Adv (123') NP ! (A) N (PP)(73.iii) NP ! AP NPNP ! NP PPNP ! NP CPVP ! AdvP VPVP ! VP PPAP ! AdvP AP�! � Coord � (for �=D,V,N,A,P,C,Adv,VP,NP,AP,PP,AdvP,TP,CP)8. After phrase struture and lexial reqs are met, then movement and inser-tion rules:Wh-movement: A phrase ontaining a wh-word an be preposed to attah to CP.AÆx hopping: T aÆx an move to main V head of its omplement VP (not over Neg).V-to-T head movement: auxiliary verbs an raise to T (possibly over Neg).T-to-C head movement (subj-aux inversion): T an raise to an empty C.Do-support: Insert DO to save a stranded suÆx in T.



Leture 14 What it all means
What is it to understand a sentene?1 So far we have this piture: we reognize soundsequenes, syllables, morphemes, words, parts of speeh, and phrases. But how to these meananything?Uttering a sentene is sometimes ompared to making a move in a game. A move in agame annot be understood in isolation; it has a ertain role with respet to the rest of thegame; and it is partly governed by onventions or rules but some room for reativity is oftenallowed. Uttering a sentene has these same properties. Clearly the things we say play animportant role in our interations; the language is partly governed by onventions but leavesroom for reativity; and understanding a sentene involves reognizing a large olletion ofrelations between the sentene and other things. Many utteranes seem to be related to ourpereptions: if I hold up a yellow penil for you to see (assuming that you have normal vision)and I say \That's a yellow penil" you will know that I have said something true partly beauseyou an hear the sounds, syllables, morphemes, words, parts of speeh, and phrases. But alsoyou an pereive the penil and its olor, you know that the word \yellow" names that olor,et. Giving an aount of these onnetions between the linguisti things and me and mypenil goes well beyond the bounds of linguisti theory! We don't expet linguisti theory tosay anything all about me, or about penils, or about olors.So if an expression's having a ertain meaning amounts to its having a ertain role in awhole network of ativities, the prospets for semantis may seem slim.But we are saved by the fat that many of the most important relations that a senteneenters into are purely linguisti. For example, while it is beyond the sope of linguisti theoryto say whether a sentene like \I have a yellow penil" is true, it is not beyond the sopeof the theory to aount for the fat that if \I have a yellow penil" is true, then so is \Ihave a penil." This relation is independent of whether either sentene is atually true. Andobviously, someone who does not know this basi relation between these 2 sentenes annotbe said to understand them. This kind of relation is espeially important beause it gives usa purely linguisti approah to the important semanti property of being true or not. Let'sde�ne the relation \entailment" as follows:(1) Sentene S1 entails sentene S2 just in ase in any possible situation where S1 is true,S2 is also true.(And in making these judgements, we hold the ontext �xed, so that a name refers the samething in S1 as it does in S2, et. . . The \speaker" of S1 is assumed to be the same in S2. Andif S1 uses \penil" to refer to the usual writing implement, then I do not understand it in S2to refer to a partiular kind of brush that artists use for �ne detail in paintings.)It is important that this entailment relation just involves the possible situations in whih the1Here we over material from Chapter 7 of the text.109
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sentenes are true, and does not involve any more ompliated onsiderations about whetherthe two sentenes are relevant to eah other in any other ways. So, for example, all of thefollowing laims about entailment relations are all orret:2(2) The sentene Stabler has a yellow penil entails the sentene Stabler has a penil.(3) The sentene Stabler has a penil does not entail the sentene Stabler has a yellowpenil.(4) The sentene Stabler has a penil entails the sentene Either 5 is a prime number or 5is not a prime number(5) The sentene Stabler has a penil entails the sentene Stabler has a penil and 5 is anodd number.A ompetent speaker of English may not know whether the sentene Stabler has a yellow penilis atually true, but a ompetent speaker does have a grasp of simple entailment relations. Soreally when we say something true, we are telling the audiene that many many things aretrue: both the sentene atually uttered and also other things that are entailed by it.It is also no surprise to notie that when someone tells us what a phrase means, or welook something up in a ditionary, we learn things about entailment relations (at least, to a�rst approximation). For example, if you ask what the noun platypus means, and I say it is apeuliar egg-laying mammal native to Australia, a simple idea is that I have told you:3(6) The sentene Sophia saw a platypus entails Sophia saw a peuliar egg-laying mammalnative to Australia.In developing our semanti theory, we will give a lot of attention to the semanti property ofbeing true or not, and partiular attention will be given to the semanti relation of \entail-ment," whih has the speial tehnial sense that we just de�ned. The reason for this is notjust that being true is sometimes important, but more that it gives us a way of approahing se-mantis without saying anything at all about penils or the many other things our expressionsan refer to.
14.1 Compositional semantisGottlob Frege's idea (disussed in Leture 1) was that the meaning of a phrase is determinedby the meaning of its parts and by the way those parts are put together. We assume that therelevant parts, the parts we will interpret, are the phrases and words of syntax and morphology.A omplete semanti theory should provide a list of all the morphemes and their meanings, andshow how the meaning of phrases is omposed from the meanings of the parts. In partiular,we want to be able to determine the entailment relations of a sentene using this kind ofanalytial strategy. Let's begin with a simple sentene:2These examples show that one sentene an entail another even when the sentenes are about di�erentthings. It is possible to study a di�erent relation whih holds only between sentenes that are relevant toeah other, but it turns out that this relation is muh more diÆult to understand. The study of entailmenthas been fruitful in linguistis, and it is the main subjet of standard logi. The study of so-alled \relevanelogis" is muh more diÆult and even the fundamentals remain rather obsure. In this lass, we will stik toentailment in this speial sense. It is a simpler idea than relevane.3The \rules" that speify entailments like this are sometimes alled \meaning postulates" (Fodor et al,1975), following a philosophial tradition developed by (Carnap 1956) and many others. There is a long-standing philosophial ontroversy about whether a distintion an be drawn between those postulates whihhold in virtue of meaning and those whih hold just beause of fats about the world (Quine 1951), but wewill ignore this issue for the moment. 110
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(7) Sophia laughsHere it is natural to assume that (in a \normal" ontext of utterane), the proper nameSophia refers to something, and the sentene (interpreted literally) asserts that this thing hasthe property named by laughs. Let's use double brakets to represent what expressions referto, so for example, [[Sorates℄℄ refers to a person, and we will regard [[laughs℄℄ as referring tothe set of things with the property of being something that laughs. Then we an say:(8) The sentene [Sophia laughs℄ is true just in ase the person [[Sophia℄℄ is in the set[[laughs℄℄.Expressing the matter in this slightly awkward form allows us to notie some general laimsabout sentenes of this form.(9) When DP is a proper name, the sentene [DP T'℄ is true just in ase [[DP℄℄ is in [[T'℄℄.We an also notie that the set of things in the set [[sings beautifully℄℄ is a subset of (isompletely inluded in) the set [[sings℄℄. Whenever we have this kind of subset relation, wehave a orresponding entailment relation. Sine [[sings beautifully℄℄ is a subset of [[sings℄℄, thesentene Maria sings beautifully entails Maria sings. This simple relation holds in general:(10) When DP is a proper name, and whenever we have two verb phrases T'1 and T'2 where[[T'1℄℄ is a always subset of [[T'2℄℄, then the sentene [DP T'1℄ entails [DP T'2℄.Sine the set [[laughs℄℄ is ompletely inluded in the set [[either laughs or doesn't laugh℄℄, thesentene Sam laughs entails Sam either laughs or doesn't laugh. This kind of fat is very basito our understanding of a language, and we will have more to say about it later.
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14.2 Determiners and nounsWe might guess that in all sentenes, the subjet DP names some thing, and the T' namesa property whih that thing has. But this guess would be wrong! It does not work when wemove to even just slightly more ompliated sentenes. Consider the sentenes(11) No at laughs(12) Every student laughs(13) Most people laugh(14) Less than 5 teahers laughIn these sentenes, the subjets do not name single objets. Eah di�erent determiner makesan important ontribution to the sentene. For the di�erent determiners D in sentene of theform [[D NP℄ T'℄, we have rules like the following:(15) [No NP T'℄ is true just in ase nothing in [[NP℄℄ is also in [[T'℄℄.(16) [Every NP T'℄ is true just in ase [[NP℄℄ is a subset of [[T'℄℄.(17) [The NP T'℄ is true just in ase there is a partiular thing (determined aording toontext) in [[NP℄℄ that is also in [[T'℄℄.(18) [Most NP T'℄ is true just in ase the set of things in both [[NP℄℄ and [[T'℄℄ is larger thanthe set of things that are in [[NP℄℄ but not in [[T'℄℄.(19) [Less than 5 NP T'℄ is true just in ase the set of things in both [[NP℄℄ and [[T'℄℄ hasless than 5 things in it.These rules tell us what eah of these determiners mean: eah one represents a kind of relationbetween [[NP℄℄ and [[T'℄℄.
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14.3 AdjetivesWe have not really provided the basis for determining the semanti properties of in�nitelymany sentenes yet: we have only onsidered simple Ds, NPs and T's. In our syntax, one ofthe �rst things we added whih made the language in�nite was adjetives. These make thelanguage in�nite, beause they are introdued by reursive rules, signifying that they an berepeated any number of times. So let's onsider how semanti properties of sentenes withadjetives ould be �gured out, no matter how many adjetives there are.Let's start with simple sentenes again. Consider the sentenes(20) Every student laughs(21) Every Transylvanian student laughsThe �rst sentene is true when the set [[student℄℄ is a subset of the set [[laughs℄℄. The seondsentene is true when the set of things that are in both [[student℄℄ and [[Transylvanian℄℄ is asubset of [[T'℄℄. Adjetives like this are alled \intersetive":(22) An adjetive A (and the AP it forms) is intersetive if [every [AP NP℄ T'℄ means thatthe set of things that are in both [[AP℄℄ and [[NP℄℄ is a subset of [[T'℄℄.The reason for the name \intersetive" is obvious: the set of things that are in both [[AP℄℄ and[[NP℄℄ is the intersetion of [[AP℄℄ and [[NP℄℄. The intersetion of [[AP℄℄ and [[NP℄℄ is sometimeswritten [[AP℄℄ \ [[NP℄℄.Intersetive adjetives an be iterated in a noun phrase, and we know what the resultwill mean. A Transylvanian student is something that is in both the sets [[Transylvanian℄℄and [[student℄℄. A female Transylvanian student is something that is in the sets [[female℄℄,[[Transylvanian℄℄ and [[student℄℄. A Republian female Transylvanian student is something thatis in the sets [[Republian℄℄, [[female℄℄, [[Transylvanian℄℄ and [[student℄℄. And so on.Not all adjetives are intersetive. Consider the adjetive big. It does not really make senseto look for a set of things with the property of being big. Consider the sun for example. Weusually think of it as big, and it is ertainly a big member of the solar system { the biggest infat. But it is a tiny star, not big at all by stellar standards. So is it big or not? The questiondoes not even make sense. It does not make sense to have a set of big things, beause we needto know, big relative to what? Relative to the planets, relative to the stars, or relative to aneletron? Adjetives like big are sometimes alled salar beause they refer to size: big, little,short, wide, narrow, . . . . These adjetives are non-intersetive.The negative adjetives like fake, bogus, phony, false are also non-intersetive. A fakediamond may be made out of glass. But it is not fake glass. It is real glass but fake diamond.Similarly non-intersetive are the onjetural adjetives like ostensible, alleged, apparent,possible, likely. An alleged thief may be undeniably a person, and not a thief at all. So theadjetive alleged is not intersetive beause whether a thing is alleged or not is relative to theproperty being alleged. It does not make sense to have a set of objets with the property ofbeing alleged.
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14.4 The simple semantis more onisely
The simple ideas about meaning that we have just skethed an be expressed easily with thetools of set theory, using the following symbols:x 2 A x is an element of set AA \B the intersetion of A and B, that is,the set of things that are in both A and BA � B A is a subset (or equal to) BA�B the result of removing all elements of B from AjAj the number of things in set A; the empty setWith these symbols we an express (9), (14-18) and (22) more simply, like this:(9') [[Name T'℄℄=true just in ase [[Name℄℄2[[T'℄℄(14') [[No NP T'℄℄=true just in ase [[NP℄℄\[[T'℄℄=;(15') [[Every NP T'℄℄=true just in ase [[NP℄℄�[[T'℄℄(16') [[The NP T'℄℄=true just in ase something (determined by ontext)is in [[NP℄℄\[[T'℄℄(17') [[Most NP T'℄℄=true just in ase j[[NP℄℄\[[T'℄℄j > j[[NP℄℄-[[T'℄℄j(18') [[Less than 5 NP T'℄℄=true just in ase j[[NP℄℄\[[T'℄℄j <5(22') [[AP NP℄℄=[[AP℄℄\[[NP℄℄ just in ase AP is intersetiveIn this table, we an see that the truth of eah sentene is determined ompositionally, by themeanings of the sentene parts.Sentenes like [two out of three NP T'℄ say something like: 2/3 of the things that are in[[NP℄℄ are also in [[T'℄℄. That is, we an divide [[NP℄℄ into the things that are also in [[T'℄℄,[[NP ℄℄ \ [[T 0℄℄;and the things that are in [[NP℄℄ but not in in [[T'℄℄,[[NP ℄℄� [[T 0℄℄;and then the laim is that the �rst set has twie as many elements as the seond:

(new) [[2 out of 3 NP T'℄℄=true just in ase j[[NP ℄℄� [[T ℄℄0j = j[[NP ℄℄ \ [[T ℄℄0j � 2(The text gets this one wrong on page 381!)The basi fats listed above also allow us to understand some entailment relations. Forexample, the fat that every student laughs entails every Transylvanian student laughs an beseen from this simple fat of set theory:
if [[student℄℄�[[laughs℄℄ then ([[Transylvanian℄℄\[[student℄℄)�[[laughs℄℄.

Here we are not paying muh attention to the rather elaborate syntax that we provided forsentenes like this: 114
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CPC TPDPDevery NPNstudent

T'T VPVlaugh -s

CPC TPDPDevery NPAPATransylvanian
NPNstudent

T'T VPVlaugh -s
But of ourse this struture does matter for the meaning { as we will see shortly!
Referenes[Carnap1956℄ Carnap, R. (1956) Meaning postulates. In Meaning and Neessity: A study insemantis and modal logi. Chiago: University of Chiago Press.[Fodoretal1975℄ Fodor, J.D., Fodor, J.A., and Garrett, M.F. (1975) The psyhologial unrealityof semanti representations. Linguisti Inquiry 6: 515-531.[Frege1923℄ Frege, Gottlob (1923) Compound Thoughts. Translated and reprinted in Klemke,ed., 1968, Essays on Frege. University of Illinois Press.[Quine1951℄ Quine, Willard van Orman (1951) Two dogmas of empiriism. Reprinted in Froma logial point of view. NY: Harper.
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Leture 15 DPs and polarities
We have seen that sentenes of the form [[D N℄ T'℄ an be regarded as saying that the sets [[N℄℄and [[T'℄℄ have the relationship denoted by [[D℄℄. We also saw that determiners an denote awide range of relations. Here, we observe �rst that determiners do not denote just any relation:they are all \onservative." Some are also \dereasing" and this sometimes gets marked with\negative polarity items."
15.1 What relations an determiners represent?All the determiners we have looked at share an important property: they are all \onservative"in the following sense.1(1) A determiner D is onservative if the following onditions hold:whenever [D N℄ is a singular DP in a sentene [D N T'℄, the sentene [D N T'℄ entailsand is entailed by [D N is a N that T'℄.whenever [D N℄ is a plural DP in a sentene [D N T'℄, the sentene[D N T'℄ entails and is entailed by [D N are Ns that T'℄.So for example, the singular determiner every is onservative beause the sentene every studentlaughs entails and is entailed by every student is a student that laughs (and similarly for everyother sentene with every). And the plural most is onservative beause the sentene mostplatypuses sing entails and is entailed by most platypuses are platypuses that sing.It is easy to make up a determiner that is not onservative in this sense. Let's make upthe plural determiner nall, so that we an say nall platypuses are ordinary things. Let's saythat this sentene means that everything that is not a platypus is an ordinary thing. That isa sensible laim. In general, we an de�ne nall as follows:(2) [Nall N T'℄ is true just in ase everything that isn't in [[N℄℄ is in [[T'℄℄.So it is true to say: nall the people who are in this room are missing this great leture! Thatjust means that everything that is not a person in this room is missing this great leture. Thesentene Nall squares are striped just means that everything that is not a square is striped.The important point is that the determiner nall is not onservative. We see this by ob-serving that nall squares are striped does not entail nall squares are squares that are striped.The latter sentene, nall squares are squares that are striped, means that everything that isnot a square is a square that is striped { that's absurd! So the speial entailment relation that1The de�nition is slightly ompliated by the fat that some determiners like every an only our in singularnoun phrases like [every student℄, while other determiners like most usually require plural noun phrases, like[most students℄. Notie that the de�nition just uses the verb is for singular noun phrases and the verb are forthe plural noun phrases. 117
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identi�es onservative determiners does not hold in the ase of this made up determiner nall.That is, nall is not onservative.The surprising thing is that no human language has determiners that are non-onservativelike nall is (Keenan & Stavi 1986):
(3) In all human languages, every determiner is onservative.

Notie that being onservative or not, in this sense, is a semanti property. You annot tellwhether nall is onservative or not from its phonologial or syntati properties { whether itis onservative or not depends on what it means.
15.2 Dereasing determiners and NPIs
Certain adverbials like at all, muh, one bit and ever seem to require a ontext that is negativein some sense. They are alled negative polarity items (NPIs). (These were disussed onpp245-252, and on pp198-224, in the text.)
(4) The fairies do not like withraft at all/muh/one bit(5) Nobody likes withraft at all/muh/one bit(6) The fairies will never like withraft at all/muh(7) No fairies like withraft at all/one bit/muh(8) * The fairies like withraft at all/muh/one bit(9) * The fairies will like withraft at all/muh/one bit

These sentenes suggest that the NPIs an only our when there is something negative inthe sentene { a negated VP, a negative determiner, or a negative AdvP. But we see that thesituation is slightly more ompliated when we look at a wider range of sentenes:
(10) Nobody told the elves [that [the fairies would are at all℄℄(11) The news [that [the fairies do not like withraft℄℄ surprises the elves.(12) The news [that [the fairies do not like withraft at all℄℄ surprises the elves.(13) * The news [that [the fairies do not like withraft℄℄ surprises the elves at all.
These last sentenes all ontain negative elements, but the last one is no good! Apparently,the negative elements have to appear in ertain positions in order for NPIs to be allowed.We now know how to draw the syntati strutures for all of these sentenes, so let's dothat and see if we an �gure out what's happening.118
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CPC'C TPDPnobody T'T-s VPVPVlike DPNPNwithraft

PPPat DPDall aÆx-hop�����!

CPC'C TPDPnobody T'T VPVPVlike -s DPNPNwithraft
PPPat DPDall

The NPI at all is allowed in this example, and in the following: (In the tree on the right, mark themovement with an arrow!)CPC'C TPDPDthe NPNfairies
T'Ttns NegPNegnot VPVPVlike DPNPwithraft

PPPat DPDall do-supp�����!

CPC'C TPDPDthe NPNfairies
T'Tdo tns NegPNegnot VPVPVlike DPNPwithraft

PPPat DPDallCPC'C TPDPDthe NPNnews CPC'Cthat TPDPDthe NPNfairies
T'Ttns NegPNegnot VPVPVlike DPNPNwithraft

PPPat DPDall

T'T-s VPVsuprise DPDthe NPNelves

do-supp,aÆx-hop�����������!

CPC'C TPDPDthe NPNnews CPC'Cthat TPDPDthe NPNfairies
T'Tdo tns NegPNegnot VPVPVlike DPNPNwithraft

PPPat DPDall

T'T VPVsuprise -s DPDthe NPNelves

(In the trees on the right, mark move-ments (if any) with arrows!)
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The problem is in examples like this:* CPC'C TPDPDthe NPNnews CPC'Cthat TPDPDthe NPNfairies

T'Ttns NegPNegnot VPVPVlike DPNPNwithraft

T'T-s VPVPVsuprise DPDthe NPNelves
PPPat DPDall do-supp,aÆx-hop�����������!

*CPC'C TPDPDthe NPNnews CPC'Cthat TPDPDthe NPNfairies
T'Tdo tns NegPNegnot VPVPVlike DPNPNwithraft

T'T VPVPVsuprise -s DPDthe NPNelves
PPPat DPDall

(In the tree on the right, mark themovement with an arrow!) So what is wrong with this last example? One idea is that the negative element (not in thisexample) and the NPI have to be in the same smallest CP, but the earlier example (10) showsthat's not right. The text onsiders various ideas, but �nally omes to this onlusion:(14) the parent ategory of the negated phrase must inlude the NPI.The relationship required between the negated phrase and the NPI turns out to be an importantone, so the proposal (14) gets formulated by �rst naming the relationship:2(15) A node X -ommands Y if either Y is the sister of X, or Y is a desendant of a sisterof X.
(16) NPI liensing (�rst version): An NPI must be -ommanded by a negative element.The negative element X an be a Neg head or a negative DP like \nobody." (We will havemore to say later about what else ounts as a \negative DP".) The negative polarity items Ythat we have onsidered so far an be PPs like at all or other adverbials muh, one bit.This story seems pretty good, but there are ases where ever an our in a sentene thatdoes not have any expliitly negative item:(17) a. Less than 3 students ever laugh.b. * Some student ever laughed.(18) a. At most 30 students ever laugh.b. * 30 students ever laugh.(19) a. No student likes anyoneb. * A student likes anyone2The text (p. 223) uses this slightly simpler de�nition: \A node X -ommands Y if the parent of Xinludes Y." This de�nition agrees with ours on all the ases we will onsider here.120
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(20) a. No student saw anythingb. * A student saw anything(21) a. No student budged an inhb. * A student budged an inh (with the idiomati reading)What determiners an our in this kind of sentene with the negative polarity items like ever?We say in (16) that a \negative polarity" YP must be -ommanded by a negative phrase, butwhih phrases are \negative phrases" in the relevant sense?? Now we an provide a partialanswer.We did not get to this on Monday, but the usual answer is this: The determiners D thatan our in a sentene of the form [D N ever laugh℄ are the \dereasing" determiners, wherethis is again de�ned in terms of a ertain pattern of entailment relationships:(22) A determiner D is dereasing if whenever we have two verb phrases T'1 and T'2where [[T'1℄℄ is a always subset of [[T'2℄℄, then [D N T'2℄ entails [D N T'1℄.In these ases we will say that [D N℄ forms a dereasing DP.With this de�nition, we an see that the following determiners form dereasing DPs: no, lessthan 3, at most 30, fewer than 6, no more than 2,. . . . These are also the determiners that anour with negative polarity items.The omplete story about NPIs goes beyond what we an over here, and has some suprises,but this is a good start:(23) NPI liensing (revised):An NPI must be -ommanded by a negative phrase XP, andwhen XP=DP, then XP=DP is a \negative phrase" only if it's dereasing.(To pursue this some more, you will want to take our semantis lass, Linguistis 125!)
15.3 Exerises not assigned, just for pratie(answers on next page, but don't look! First, try these problems yourself!)(1) Whih nodes labeled with apital letters -ommand node N in the following tree?ABa DE FGHb I KLd MNe OPf QRg Sh(2) If the determiner keek is de�ned as follows, is it onservative? (defend your answer)[keek NP T'℄ is true if and only if j[[NP℄℄j=j[[T'℄℄j
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Referenes[Barwise & Cooper1981℄ Barwise, Jon and Robin Cooper (1981) Generalized quanti�ers andnatural language. Linguistis and Philosophy 4: 159{219.[Keenan & Faltz1985℄ Keenan, Edward L. and Leonard M. Faltz (1985) Boolean Semantisfor Natural Language. Boston: Reidel.[Keenan & Stavi1981℄ Keenan, Edward L. and Jonathan Stavi (1986) A semanti harateri-zation of natural language quanti�ers. Linguistis and Philosophy 9: 253{326.
Answers to the exerises on the previous page(1) apitalized nodes that -ommand N (inluding the diret anestors):O, L, G, E, B(2) With the given de�nition of keek, the sentene [keek students run℄ means that thenumber of students is the same as the number of runners. But then [keek students arestudents who run℄ means that the number of students is the same as the number ofstudents who run { something obviously di�erent!For example, suppose there are two students and neither of them run, and there aretwo runners. Then it is true that keek students run sinej[[NP℄℄j = j[[VP℄℄j = j[[students℄℄j = j[[run℄℄j = 2.But in this ase it is not true that keek students are students who run, sinej[[NP℄℄j = j[[students℄℄j = 2j[[are students who run℄℄j = 0
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Leture 16 Interpretation and inferene
[This lass mainly reviewed the idea from last time that some subjet DPs are \dereasing",and that these are the ones an -ommand and liense negative polarity items like ever,yet,. . . . The only new thing this lass is pronouns, whih also seem to be sensitive to whetherthey are -ommanded by their anteedents!℄
16.1 Names, pronouns and bindingMany names apply to many di�erent people.1 Consider the sentene:(1) Every student knows that Ed laughedObviously, on various oasions of use, the proper name will refer to di�erent people. Thethings that deide whih person is referred to are in large part non-linguisti.Pronouns are a little di�erent. Consider the sentene:(2) Every student knows that he laughedHere, we an distinguish two di�erent ways to interpret the pronoun. One possibility is thatthe pronoun just refers to someone mentioned earlier or someone pointed to. This is sometimesalled the referential use of the pronoun. When used referentially, a pronoun is similar toa proper name: its referent is determined by non-linguisti onsiderations. But the pronounhas another option that the proper name did not have: it an refer to eah person, eah thingthat every student piks out. The sentene seems to be ambiguous between these two readings.Let's use the following notation to refer to the latter reading:(3) Every studenti knows that hei laughedThis means that it is part of the meaning of the sentene (on one reading) that he refers toeah of the individuals piked out by every student. In this kind of situation, we say that thepronoun is bound by the anteedent every student.These ways in whih a pronoun piks up its referent is what makes it distintive. It hasertain options that proper names do not have. The proposition expressed by the \bound"reading of (3) annot be expressed without pronouns!Pronouns have more interpretive options that other DPs, but these options are also re-strited in ertain ways. Consider the following for example:(4) * Every studenti knows the joke. Hei laughed.1Here we over material in Chapter 8 of the text, esp. pp.399-406. These setions elaborate on the storyabout pronouns and NPIs that we mentioned very briey a ouple of weeks ago in syntax.123
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(5) * Hei knows that every studenti laughed.(6) * Every studenti and every teaherj knows that hei laughed.This raises the question, in what ases an a pronoun have its meaning given by the linguistiontext, being \bound" by an anteedent? (4) suggests that he annot be bound to a DPevery student when that DP in in another sentene. (5) suggests that he annot be bound toa DP every student when the pronoun is \higher" in some sense. (6) suggests that he annotbe bound to a DP every student when that DP not \high enough" in some sense { and thisexample might remind you of some of the NPI examples! Let's try an idea that is similar tothe one we proposed for NPIs.The examples learly suggest that whether a pronoun an have a ertain anteedent dependson details of the strutural position of the pronoun relative to its anteedent. The requiredrelation is -ommand (mentioned earlier), de�ned in the following way:(7) (no hange from before:) DP1 -ommands DP2 if either DP1 and DP2 are sisters,or a sister of DP1 inludes DP2.Binding requirement:An anteedent must -ommand a pronoun in order to bind it.Cheking our earlier examples, notie that this Binding Requirment allows the binding in 3,and explains why binding is not possible in 4, 5, and 6.(Make sure you an draw the trees for4, 5, and 6 to show why the bindingis not possible!) This all seems �ne. One other ompliation is illustrated by examples like the following:(8) * Jimi hurt himi.(9) Jimi hurt himselfi(10) * Johni knows that [Jimj hurt himselfi℄(11) Johni knows that [Jimj hurt himi℄It seems that reexive pronouns are distinguished from other pronouns in the way they anget their meaning. Very roughly,Binding priniple A.A reexive pronoun must be bound (= must have a -ommanding anteedent) in thesmallest TP that ontains it.Binding priniple B.A non-reexive pronoun annot be bound in the smallest TP that ontains it.Binding priniple C.Names and phrases like every student annot be bound.So we see that pronouns are very sensitive to whether and where they �nd their anteedents.Reeting on this fat, it is natural to worry about whether these requirements apply before orafter movements, or both. We saw in our work on syntax that subategorization requirementsapply before movements. For example, we hek to see whih kind of omplement a verbtakes before moving the verb or the omplement. What about the binding priniples? Dothey apply before or after movements? To deide this, we need to onsider examples wherethe movement ould be relevant { movements that hange the position of a pronoun or itsanteedent. Consider these examples:(12) John really likes that story about himself124
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(13) Whih story about himself does John really like?(14) I know whih story about himself John really likeswe have not formulated the rule for the following kind of preposing yet, but it lookssimilar:(15) With himself in mind, he wrote a good story.(16) * With him in mind, John wrote a good story.So it appears that, at least in some ases, it is the original position that matters for bindingpurposes.(The whole story about how pronouns �nd their anteedents is one of the most ompliatedparts of syntax, but these �rst versions of priniples A,B,C are a step in the right diretion.)
16.2 SummaryWe assume that meanings of sentenes are determined ompositionally. That is, the \meaning"of a sentene is alulated from the meanings of the phrases and words from whih it is built.What is the meaning of a sentene? We assume that the meaning of a sentene is given by anetwork of relationships that the sentene has to other things. Some of the most importantrelationships depend on the possible irumstanes in whih the sentene is true. So we wantto see how the irumstanes in whih a sentene is true depends on the meanings of its parts.We began with simple 2 word sentenes like Maria sings. In this sentene it seems that thesubjet DP serves to name an objet, the T' names a property whih a set of things have, andthe sentene says that Maria is in that set. So one aspet of the meaning of a subjet DP likeMaria is that (in a given ontext) it refers to something, and one aspet of the meaning of a T'is that it names a property whih a set of things have. But it is not always true that the subjetof a sentene names something whih the T' tells us about! This is very important! Propernames typially serve to name something, but DPs of the form [D N℄ are more ompliated.They do not simply name objets. Instead, they desribe a relation the set of things with theproperty named by N, [[N℄℄, and the set of things with the property named by the T', [[T'℄℄.When an (intersetive) adjetive A modi�es a noun N, we are talking about the things whihare in both of the sets [[A℄℄ and [[N℄℄, that is,[[A℄℄\[[N℄℄.This kind of ombination of sets an be repeated any number of times: When two intersetiveadjetives A1 and A2 modify a noun N (and this is allowed by our syntax), then we are talkingabout the things whih are in all of the sets [[A1℄℄, [[A2℄℄ and [[N℄℄, that is,[[A1℄℄\[[A2℄℄\[[N℄℄.In summary, we have so far talked about semanti properties of sentenes, proper names,determiners, adjetives, nouns and T's.You should know the de�nitions of \onservative determiners" and you should know thatall determiners in normal English (or any other language) are onservative.You should know what an NPI is. You should also be able to understand and apply (butyou do not need to memorize) the de�nition of \dereasing determiners." And you shouldmemorize the de�nition of -ommand, and know binding priniples A and B.
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Leture 17 Review
17.1 Summary review
(The ontents of this setion is olleted out of the preeding letures.)To start, we observed that human languages are \produtive," \ompositional" and \ex-ible," where these terms are used in slightly tehnial senses. Know how to defend eah ofthese laims.
17.1.1 Phonetis

manner voie plae1. /p/ spit plosive stop � labial2. /t/ stuk plosive stop � alveolar3. /Ù/ hip plosive stop a�riate � alveopalatal4. /k/ skip plosive stop � velar5. /b/ bit plosive stop + labial6. /d/ dip plosive stop + alveolar7. /Ã/ jet plosive stop a�riate + alveopalatal8. /g/ get plosive stop + velar9. /f/ fit friative � labiodental10. /T/ thik friative � interdental11. /s/ sip friative � alveolar12. /S/ ship friative � alveopalatal13. /h/ hat friative � glottal14. /v/ vat friative + labiodental15. /k/ though friative + interdental16. /z/ zap friative + alveolar17. /Z/ azure friative + alveopalatal18. /m/ moat nasal stop + labial19. /n/ note nasal stop + alveolar20. /8/ sing nasal stop + velar21. /w/ weird entral approximant + labiovelar22. /j/ yet entral approximant + palatal23. /l/ leaf lateral approximant + alveolar24. /ô/ reef entral approximant + retroex25. /ô
"
/ or /Ä/ or /@ô/ bird entral approximant + retroex127
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tongue bodyheight tongue bodybakness liprounding tongue roottense (+ATR)or lax (�ATR)1. /i/ beat high front unrounded +2. /I/ fit high front unrounded �3. /u/ boot high bak rounded +4. /U/ book high bak rounded �5. /E/ let mid front unrounded �6. /o/ road mid bak rounded +7. /2/ shut low bak unrounded �8. /e/ ate mid front unrounded +9. /�/ bat low front unrounded �10. /a/ pot low bak unrounded +11. /@/ roses mid bak unrounded �12. /aI/ lies dipthong13. /aU/ rowd dipthong14. /oI/ boy dipthongliquids = /l,ô,ô

"
/glides = /j,w/oronals = dental, alveolar and alveopalatal stops, friatives, a�riates, liquids, and alveolar nasalssonorants = vowels,glides,liquids,nasalsobstruents = non-sonorants

17.1.2 PhonologyWe use the features mentioned in the previous setion to desribe sound hanges. It is notimportant to memorize the details of these rules, but you should remember how and why wewrote rules like the following. Pratie by reviewing the problems on the midterm review andthe midterm.Voieless stops are aspirated:(stop aspiration)24 �ontinuant�voie 35 ! h +aspirated i/[� h �liquid i
Vowels are lengthened when they appear before voied sonorants:(V-length)24 +voali�onsonantal 35 ! h +long i/ 24 �sonorant+voie 35
Flapping redues a t and d between vowels to the a voied tap of the tongue, a `ap':(apping)2664 �ontinuant+alveolar�nasal

3775 ! R/h +syllabi i 24 +syllabi-stress 35
128
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(Flapping is sensitive to stress assignment too, but we will not worry about that on the �nal.)In general, the piture we end up with is this:(1) We assume that words are listed in in the lexion not as sequenes of phones, but assequenes of phonemes { sounds whih may be altered aording to ontext.(2) The phonemes are de�ned as sound segments with partiular features, features whihmay be altered in ertain ontexts. So a segment with the features of a /t/ may bealtered to surfae as a [R℄ or as a [P℄, for example.(3) Rules apply to underlying segments, altering features of spei� segments on the basisof ontext.(4) With this piture, it an end up that there are more di�erent pronouned sounds thanthere are phonemes. For example, we assume that [R℄ or as a [P℄ are not phonemi, andneither are the redued vowels [@ 1℄.(5) There are roughly 40 English phonemes altogether. (NOT an in�nite number!) Somelanguages have as few as 11 phonemes (Polynesian) and as many as 141 phonemes(Khoisan).Syllables have the struture we see in the following for the word plan:syllableonsetp l rimenuleus� odan
(6) Any single onsonant is a possible onset(7) Only ertain 2-onsonant onsets are possible(8) Even fewer 3-onsonant onsets are possibleWhy are the possible onsets and odas so restrited? There are various theories. Onesimple idea that provides roughly the right preditions is based on the idea that there aredegrees of sonority. Listing sounds in order of inreasing sonority we get an order like thefollowing:The Sonority Hierarhy:�sonorant +sonorantstops a�riates friatives nasals liquids glides vowels (high,mid,low)

In most ases, the onsets and odas in English seem to respet this ordering aording to thefollowing priniple:Sonority priniple (SP): onsets usually rise in sonority towards the nuleus, and odasfall in sonority away from the nuleus.This aounts for the impossibility of words with onsets like rtag, while allowing trag. And itaounts for the impossibility of words with odas like gatr while allowing words like gart.We did not say very muh about stress in English, but notied129
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(9) Stress an hange one word into another: �abstrat/abstr�at, �esort/es�ort, s�urvey/surv�ey,t�orment/torm�ent, �onvit/onv��t.(10) Stressed syllables must be heavy, though not all heavy syllables are stressed, where:� a syllable is light if its rime onsists of just one short (-ATR) vowel, with no oda;otherwise, it is heavy.

(You don't need to memorize these, but you should understand what they mean.) Sinemonosyllabi nouns and verbs are stressed, this last idea makes sense of the generalizationmentioned in the last hapter, that monosyllabi nouns and verbs in English annot end inlax vowels: we do not have nouns like [sI℄, [sE℄, [s�℄, [sU℄.
17.1.3 MorphologySome words are simple roots or aÆxes (not made up from other words) while other wordsare omplex (made up from other words).The notion of a word as a part of speeh, a basi element in the onstrution of phrases, isdi�erent from the notion of a phonologial word, as we see in
(11) He's happy
Notie that He's is not a noun, verb, adjetive, adverb, preposition, or any other type of word.Although it is a single \phonologial word," it onsists of two separate words in syntax.(The ategories of proper names, of nouns and verbs, are regarded as open in the sensethat newly oined and borrowed words are easily added to these ategories all the time. Onthe other hand, other ategories are losed: oordinators like and, or, pronouns like you, she,he, determiners like a, the, auxiliary verbs like have, be. These words are sometimes alledgrammatial words. We do not easily oin new words of these sorts. Certain sorts of braininjuries that a�et language seem to a�et the grammatial words most severely { mentionedbriey on the midterm.)In English, the rightmost element of a word is (almost always) its head. This rule of wordformation an be written X ! Y X. This is the right hand head rule.Beause of this, a ompound word has the ategory and features of its rightmost element.And word with a suÆx gets its ategory and features assigned by that suÆx.Heads are fussy about what they ombine with. To desribe the English suÆx -er, whihwill ombine only with ertain verbs, we used rules likeN ! -er/[V ℄to enode the fat that the -er attahes to a verb V like kill to form a noun, aording to theright hand head rule of English morphology. We an draw a tree struture that represents theomposition of this word:NV Nkill -er 130
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17.1.4 SyntaxEverything in syntax is based on what we think the onstituents are, what the parts of sentenesare, so it is important to know the onstitueny tests. Many of our assumptions about strutureget enoded in trees. Know how eah part of the tree an be represented by rules.1. onstitueny tests: substitution for word level ategories, substitution by a pro-noun, substitution by do or do so, phrasal preposing, oordination, sentene fragments(phrasal answers to questions)tests for VP modi�ers: optionality, iteration, modi�ation of do so, modi�ation of\do what pseudolefts", modi�ation of oordinations, VP preposing (leaving modi�erbehind)2. -seletion: a lexial item an impose ategory restritions on its omplements.3. s-seletion: a lexial item an impose semanti restritions on its arguments.4. Case assignment to DPsa. the subjet of a tensed lause is nominative aseb. the omplements of V and P are ausative ase5. Subjet-verb agreement: A present tense verb must agree with its subjet6. lexial entries: (with subjet arguments underlined)laughlaughinglaughed V[-tns℄V[prespart℄V[pastpart℄ agent|DP

exeuteexeutingexeuted V[-tns℄V[prespart℄V[pastpart℄ agent patient| |DP DP
exeuted V[passpart℄ patient|DP

likelikingliked V[-tns℄V[prespart℄V[pastpart℄ experiener theme| |DP DP
havehavinghad V[-tns℄V[prespart℄V[pastpart℄ VP[pastpart℄
bebeingbeen V[-tns℄V[prespart℄V[pastpart℄ VP[prespart℄orV[passpart℄
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7. phrase struture rules: sentenes are TPs inside CPs formed by these rulesbasi rules for rules forseleted elements modi�ers(137) S ! DP VPTP ! DP T'T' ! T NegPT' ! T VPNegP ! Neg VP(124a) DP ! 8><>: (D) NPNamePronoun
9>=>;(123) NP ! N (PP)(130) VP ! V (DP) (8><>:PPCPVP
9>=>;)(120) PP ! P (DP)(122) AP ! A (PP)(138) CP ! C SCP ! C'C' ! C TPAdvP ! Adv (123') NP ! (A) N (PP)(73.iii) NP ! AP NPNP ! NP PPNP ! NP CPVP ! AdvP VPVP ! VP PPAP ! AdvP AP�! � Coord � (for �=D,V,N,A,P,C,Adv,VP,NP,AP,PP,AdvP,TP,CP)8. After phrase struture and lexial reqs are met, then movement and inser-tion rules:Wh-movement: A phrase ontaining a wh-word an be preposed to attah to CP.AÆx hopping: A tense suÆx an move to the main verb of an adjaent VP (not overNeg).V-to-T head movement: an auxiliary verb an raise to T (possibly over Neg).T-to-C head movement (subj-aux inversion): T an raise to an empty C.Do-support: Insert DO to save a stranded suÆx in T.9. X -ommands Y if the parent of X inludes Y.10. NPIs: An NPI must be -ommanded by a negative element X (Neg, or a negativeDP)11. Reexives: A reexive DP must be -ommanded by its anteedent DP, in the same(smallest) lause(Languages are often lassi�ed aording to the basi order of the Subjet Verb and Objet.There are 6 possible orders. 3 are by far more ommon than the others, namely, the ones inwhih the Subjet preedes the Objet.)
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17.1.5 Semantis(12) The sentene The old man laughs entails the sentene The man laughs.We reognize simple relations like this ompositionally, aording to the parts of the sentenes.In general, we know things like:(13) When DP is a proper name, and whenever we have two verb phrases T'1 and T'2 where[[T'1℄℄ is always a subset of [[T'2℄℄, then the sentene [DP T'1℄ entails [DP T'2℄.It is not always true that the subjet of a sentene names something whih the T' tells usabout: DPs of the form [D N℄ are more ompliated.Determiners indiate various kinds of relationships between the set of things with theproperty named by N, [[N℄℄, and the set of things with the property named by the T', [[T'℄℄.(14) [No NP T'℄ is true just in ase nothing in [[NP℄℄ is also in [[T'℄℄.(15) [Every NP T'℄ is true just in ase [[NP℄℄ is a subset of [[T'℄℄.(16) [The NP T'℄ is true just in ase there is a partiular thing (determined aording toontext) in [[NP℄℄ that is also in [[T'℄℄.(17) [Most NP T'℄ is true just in ase the set of things in both [[NP℄℄ and [[T'℄℄ is larger thanthe set of things that are in [[NP℄℄ but not in [[T'℄℄.(18) [Less than 5 NP T'℄ is true just in ase the set of things in both [[NP℄℄ and [[T'℄℄ hasless than 5 things in it.Moving on to DPs of the form [D A NP℄, we onsidered just one kind of adjetive: In-tersetive adjetives name a property that a set of things [[A℄℄ has. When an intersetiveadjetive A modi�es a noun N, we are talking about the things whih are in both of the sets[[A℄℄ and [[NP℄℄. This kind of ombination of sets an be repeated any number of times: Whentwo intersetive adjetives A1 and A2 modify a noun N (and this is allowed by our syntax),then we are talking about the things whih are in all of the sets [[A1℄℄, [[A2℄℄ and [[NP℄℄. Manyadjetives like big or pretty are not intersetive.Pronouns have speial properties. They an refer deitially to someone mentioned earlieror someone pointed to. Or they an have a bound reading as in:(19) Every studenti knows that hei laughedThis means that it is part of the meaning of the sentene (on one reading) that he refers toeah of the individuals piked out by every student. In this kind of situation, we say that thepronoun is bound by the anteedent every student.This kind of binding is not always possible:(20) * Every studenti knows the joke. Hei laughed.(21) * Hei knows that every studenti laughed.(22) * Every studenti and every teaherj knows that hei laughed.To a �rst approximation, it depends on details of the strutural position of the pronounrelative to its anteedent. The required relation is sometimes alled -ommand, where thatis de�ned in the following way: 133
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(23) DP1 -ommands DP2 if the parent of DP1 inludes DP2.Binding requirement:An anteedent must -ommand a pronoun in order to bind it.This allows the binding in 19, and explains why binding is not possible in 20, 21, and 22.(Make sure you an draw the trees that show why this is so.)One other ompliation is illustrated by examples like the following:(24) * Jimi hurt himi.(25) Jimi hurt himselfi(26) * Johni knows that [Jimj hurt himselfi℄(27) Johni knows that [Jimj hurt himi℄Reexive pronouns are distinguished from other pronouns in the way they an get theirmeaning:Binding priniple A.A reexive pronoun must have an anteedent in the smallest S that ontains it.Binding priniple B.A non-reexive pronoun annot have an anteedent in the smallest S that ontains it.You should know and know how to apply the de�nitions of \entailment," \onservativedeterminers," and \-ommand." You should know that all determiners are onservative, andyou should understand how to apply the binding priniples A and B.
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17.1.6 The big pitureWe have assembled various parts of a piture of the language understander.This piture is intended only to over ertain aspets of our language. For example, we saynothing about the \reative" aspet of language, to use Chomsky's term (see Chapter 1). Wehave also said almost nothing about how language ould be learned by kids, how languageshange in time, how the poets an make you ry with their marks on the paper or vibrationsin the air.

phones          phonemes        roots&affixes

words

        relations
phrases

reorderingsreasoning, semantic

Certain parts of this piture do not �t together neatly. For example, the units of syntax donot orrespond neatly with any units of morphology or phonology. The units of morphologydo not orrespond neatly with any units of phonology.Still, we get a perspetive on the generative nature of language, a perspetive whih allowsfor the play of reative language use within the restritions imposed by the language system.
17.2 Example1: using the strutures to take a new stepWith the skills developed in this lass, you are ready to take the \next step" in quite a fewdi�erent areas! The emphasis in this lass is supposed to be on these skills, not on memorizing.135
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One natural way to test for those skills is to ask for an analysis of something that is similarto, but not quite the same as, things we have already studied. (For problems like this, thereis sometimes a range of reasonable answers, not just one!)In this setion, we onsider an example like this { it requires some small steps beyond whatwe have already done.Consider the following utterane, using k to mark an intonation break or pause { the edgeof an `intonational phrase' of some kind (this symbol is mentioned on page 496 in the text):(28) [aIw~an@laIkkgIvk@gaIz@h~�nd℄I wanna, like, give the guys a hand`I want to give the guys a hand' or `I want to help the guys'In this utterane, we see a number of interesting things happening that we have talked aboutalready, plus a ouple of new things:i. we see the ation of phonologial rules { nasalizing the vowels, for exampleii. we see words that are root+aÆx: guy -s, with the regular plural pronouned [-z℄iii. we see a `slang' use of the expression likeiv. we see an embedded lause of the sort that ame up in some of the syntax homeworkproblemsv. we see the ontration wannavi. and we see the idiom give a hand(This example is atually harder in some ways than any that will be on the test, but it willbe good for review, and it provides the opportunity to mention a few things from the readingthat were not yet disussed in lass. Remember that the fous of this lass, mentioned in thesyllabus, is on the methods used to analyse sentenes.)
17.2.1 Phones, phonemes, and phonologial rulesIn (28), we gave the sequene of phones in the utterane. Adding spaes between the mor-phemes we have:(29) [aI w~an@ laIk gIv k@ gaI z @ h~�nd℄We an see that these are phones, not phonemes, not only beause we put them between squarebrakets rather than between slashes, but also beause the sequene ontains elements thatare not inluded in the list of Amerian phonemes. What are the phonemes in this utterane?Well, we already talked about how vowels get nasalized. (Make sure you remember the reasonsfor assuming that [�℄ and [~�℄ are not di�erent phonemes.)If we assume in addition that wanna omes from want to (more on this later), then wemight guess that the phonemes are these (separating morphemes with spaes):(30) /aI want tu laIk gIv k@ gaI z e h�nd/The simple rule we had for nasalizing the vowels was something like this (ompare p545 in thetext): 136
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(31) A vowel beomes nasalized when it is followed by a nasal onsonant
(32) h +vowel i ! h +nasalized i/ 24 +nasal+onsonant 35
17.2.2 Morphology: root+aÆxWe have the plural aÆx -s attahing to the noun guy. This gives us the simple word struture,where we assume that the aÆx is a noun pluralizer Npl in order to orretly predit theategory of the result using the right hand head rule, a rule whih also applies in ompoundslike sales person:

N[pl℄N[sg℄guy N[pl℄-s
N[sg℄N[pl℄N[sg℄sale N[pl℄-s

N[sg℄person
17.2.3 Syntax: likeWe have not talked about the syntax of like as it ours in this utterane (but we have talkedabout its use as a transitive verb). There are atually quite a few studies of the use of likethat we see in our example { I'll put some referenes at the end of these leture notes. Butsine we have not disussed it, I will just develop one simple idea about this word.My idea is that the plaes where like an our look quite similar to plaes where adverbsan our. Consider the adverb really for example:(33) a. Really, the students want to knowb. * The really students want to know. The students really want to knowd. ? The students want really to knowe. The students want to really knowf. The students want to know, really(34) a. Like, the students want to knowb. *? The, like, students want to know. The students, like, want to knowd. ? The students want like to knowe. The students want to, like, knowf. ? The students want to know, likeAssuming this data, we have some evidene that like is in adverb positions. Our phrasestruture rules are inomplete, but the ones we had for adverbs were these:137
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basi rules for rules forseleted elements modi�ersAdvP ! Adv VP ! AdvP VPAP ! AdvP APTo get the other positions we �nd, we need to add rules like these:basi rules for rules forseleted elements modi�ersTP ! AdvP TPVP ! VP AdvP

17.2.4 Syntax: a lausal omplement of wantWe have already studied the struture of questions like I prefer for Mary to leave. Senteneslike I prefer to leave seem similar exept that the verb leave seems to be missing a subjet: itis understood to be the same as the subjet of prefer. We get a similar thing happening inomplements of want:(35) I want John to do it(36) I want to do it(37) He wants John to go(38) He wants to goThe omplements of want in these examples has a verb, and has the in�nitive to whih wetreated as a tense marker T, so we expet there to be a lause, but there is no subjet. Wean get strutures for these examples by just assuming that the subjet is left out:CPC'C TPDPHe T'T-s VPVwant CPC TPDPMary T'Tto VPVgo

CPC'C TPDPHe T'T-s VPVwant CPC TPDP T'Tto VPVgo(Though I saw that this kind of onstrution got mentioned in the syntax review for quiz2, itis triky, and will not be on the test. You an look forward to hearing more about it if youtake another lass on syntax!) 138
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17.2.5 Contration: wannaContrations like wanna have also been studied quite a lot by linguists. (I'll put some referenesin the bibliography at the end.) For this lass, we'll adopt a simple approah, and notie justa ouple of interesting things.The simplest idea is just that the sounds /want tu/ an optionally be hanged to [wan@℄,in any ontext. But this is not right. Notie that we annot ontrat(39) /aiI wantwant tulz/toolsannot ontrat to(40) * [ai wan@lz℄So maybe the ontration an only apply when both [want℄ and [tu℄ are words. But this isnot right either { this example shows the point:(41) I want two toolsannot ontrat to(42) * I wanna toolsA �nal example, this time with in�nitival but using want as a noun:(43) We annot expet that want to be satis�edannot ontrat to(44) * We annot expet that wanna be satis�edThe ontration only seems to apply when want is the verb V, and to is the tense markerT. So a better idea is this:(45) /[V want℄ [T tu℄/ ! [wan@℄It seems that we do not need to say anything about the ontext in whih this rule applies,sine it does not depend on whih sounds appear before [want℄ or after [to℄. And notie thatthe rule is \optional" for most speakers: we apply it in \relaxed" and \informal" settings.(The other phonologial rules we have talked about are not restrited to spei� morphemes.For this reason, a rule like this is sometimes alled \morpho-phonologial" { it is a sound hangethat depends on the spei� identities of the morphemes involved.)This rule (45) works pretty well, but it still is not quite right. Consider the questions:(46) I want John to give the guys a hand(47) I want WHO to give the guys a hand?(48) Who do you want to give this guys a hand?For many speakers of English (like me) you annot ontrat in this last example:139
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(49) * Who do you wanna give the guys a handOther examples whih show the same kind of thing:(50) a. I want (the hild) Teddy to sleepb. Teddy is the hild I want to sleep. * Teddy is the hild I wanna sleepIt seems that you annot ontrat want + to if there has been an extration from betweenthem!We leave other diÆulties aside for the moment. The rule (45) is pretty good, but it stillneeds some work!
17.2.6 give DP a hand: idiomsThere phrase give DP a hand is an idiom:(51) idiomati phrases: He threw in the towel, He kiked the buket, His goose is ooked.(52) idiomati ompounds: ut-throat, pik-poket, sare-row, push-over, try-out, pain-s-taking, pig-head-ed, arpet-bagg-er, water-melon, sun-ower(53) idiomati root+aÆx: librar-ian, material-ist, wit(t)-y.An idiom is a omplex expression whose meaning is not determined by the meanings of itsparts in the usual way. So: how are their meanings determined?The simple idea skethed in lass is just that we store this spei� knowledge about par-tiular expressions in the lexion. That means that we have lexial entries for sare, row andfor the ompound sarerow. And similarly, we have lexial entries for throw, in, the, toweland for the idiom throw in the towel.Some people think that idioms were going to be a real problem for getting omputers to uselanguage in a human-like way. Why would this be true? It is true that resolving ambiguity inthe proper way is diÆult { we don't know muh about how that is done, beause it involvesour reative ability to use and understand language. But idioms are no more diÆult inthis respet than ordinary, literal sentenes where their is lots of ambiguity about what themodi�ers are attahing to, like in the example I saw the man with a telesope in the park, or Ibrought the lok with the keys from the store or Time ies like an arrow. In these ases, thereare just many many possible strutures, and the proper interpretations seem to depend onknowing a lot about how the world works.
17.3 Summary summaryThe �nal exam will be omprehensive, but there will be a strong emphasis on the materialovered nearer to the end of the ourse. Syntax and semantis will be emphasized, but therewill be a little bit of everything.I will provide the same hart of speeh sounds that I provided on the �rst exam, and a hartof phrase struture rules. So you do not need to memorize those, but you need to understandwhat they mean! 140
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There will be a question about how you �gure out what the phonemes are, and the rulesthat hange them into sometimes slightly di�erent phones. There will be a question aboutonstitueny tests in syntax. And there will probably be a question about the semantis ofdeterminers, about how anteedents -ommand pronouns and reexives (or negative elements-ommand negative polarity items), and maybe even a question about when determiners areonservative.Also you should know the very basis from Leture 1. In our language use we see a kind of\reativity," whih Chomsky thinks we may never really understand, even when we understandthe \produtivity" and \ompositionality" in language. Make sure you know what that means.And there may be a question about how many phonemes there are in English (39), and abouthow many syllables (a lot, but �nitely many), words, phrases, and sentenes (1) there are.

Referenes[Andersen1996℄ Andersen, Gisle. 1996. They like wanna see like how we talk and all that: The use oflike as a disourse marker in London teenage speeh. In Corpus-Based Studies in English: Papersfrom the 17th International Conferene on English Language Researh on Computerized Corpora(ICAME 17). Stokholm.[Carden1983℄ Carden, G. (1983) The debate about wanna: evidene from other ontration rules.Chiago Linquisti Soiety 19: 38-49.[ChomskyLasnik1978℄ Chomsky, N. and H. Lasnik (1978) A remark on ontration. Linquisti Inquiry10: 268-274.[Pullum1997℄ Pullum, Geo�rey K. (1997) The morpholexial nature of English to-ontration. Lan-guage 73: 79-102.[RossCooper1979℄ Ross, John Robert and William E. Cooper. 1979. Like syntax. In William E.Cooper and Edward C. T. Walker (eds.) Sentene Proessing: Psyholinguisti Studies Presentedto Merrill Garrett. New York: Erlbaum Assoiates.
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